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Abstract This work investigates the performance of a

hybrid population-based meta-heuristic with an external

memory structure of a hybrid elitist-ant system (elitist-AS).

This memory is known as an elite pool, which contains

high quality and diverse solutions to maintain a balance

between diversity and quality of the search. This may

guarantee the effectiveness and efficiency of the search,

which could enhance the performance of the algorithm

across different instances. A very well known and inten-

sively studied NP-hard optimization problem has been

selected to test the performance of the hybrid elitist-AS via

its consistency, effectiveness and efficiency. This famous

problem is the symmetric traveling salesman problem. The

elitist-AS is a class of ant colony optimization techniques

which are known to be outstanding for the traveling

salesman problem where they have the ability to find the

shortest tours guided by the heuristic and the pheromone

trail information. An iterated local search is combined with

elitist-AS to intensify the search around elite solution and

maintains the solution’s exploitation mechanism. Experi-

mental results showed that the performance, compared to

the best known results, is optimal for many instances. This

finding indicates the effectiveness, efficiency and consis-

tency in diversifying the search while intensifying high-

quality solutions. This outstanding performance is due to

the utilization of an elite pool along with diversification

and intensification mechanisms. In addition, this work

proposes two instances that consist of 26 Jordanian cities

and 1094 Jordanian locations which have been generated

based on coordinates and distances similar to the format of

the selected symmetric traveling salesman problem. This

step is meant to contribute to finding a solution for a real-

world problem and further test the performance of the

hybrid elitist-AS.

Keywords Hybrid elitist-ant system � Elite pool �
Diversification � Intensification � Iterated local search �
Traveling salesman problem

1 Introduction

The ongoing research to build a successful generic problem

solver offers prospects for the creation of artificial intelligent

systems that can generate practical solutions to many com-

binatorial optimization problems (COPs). Prioritizing com-

putational effectiveness and efficiency, research in meta-

heuristics has evolved rapidly in an attempt to find good

quality solutions to these problems within a desired time

frame [17]. There is a wide variety of meta-heuristics that

have been introduced. They are classified as single-solution

versus population-based approaches. On the one hand, there

are the single-solution approaches focus on modifying and

improving a single candidate solution, like simulated

annealing for example [4]. On the other hand, population-

based approaches maintain and improve multiple candidate

solutions (population of solutions) like genetic algorithms

for example [4]. Talbi [26] illustrated another class of meta-

heuristics—namely swarm intelligence,which is a collective

behavior of decentralized and self-organized agents in a

population or swarm such as the ant colony optimization,

particle swarm optimization and artificial bee colony.

The population-based method is used because of its

capability to explore search space and can be easily
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combined with local search method in order to enhance

solution exploitation mechanisms [26]. The local search

method is utilized because of its capability to exploit

solution spaces [4]. The strength of population-based

method depends on the capability of recombining solutions

to obtain new ones [4]. In population-based method, a

structured solution recombination of elite solutions is per-

formed explicitly, which involves swapping permutations

in a solution, representing the information exchange

between generations. One or more recombination operators

are used, such as crossover and mutation [4] in genetic

algorithms. The term explicit means that a solution is

represented directly by the actual permutation and fitness

values of solutions. Another kind of recombination is the

one performed implicitly, where new solutions are gener-

ated using a distribution over the search space that is, in

turn, a function of the earlier populations representing the

search experience [4]. Ant systems use implicit recombi-

nation. It is understood that the term implicit here means

that a solution is represented indirectly by the fitness values

of the assignments or values of their contribution to search

(e.g., constructing a solution). This step enables the search

to perform a guided sampling of the search space.

However, the intensification mechanism in a population-

based method still needs to be improved in order to obtain

high-quality solutions. Hence, in order to enhance the

intensification process, a meta-heuristic that has a capa-

bility in exploiting the solution space is usually hybridized

with population-based methods. Many studies have rec-

ommended this hybridization, including [4, 26]. A local

search method has the capability in exploiting the solution

space, so it can be complemented with the population-

based method to overcome the weakness in a population-

based method and to further enhance the quality of solu-

tions in the pool.

Generally, the term elite pool can be defined as an

adaptive memory structure with a set of diverse and/or

high-quality solutions that stores useful information about

the global optima in the form of a diverse and elite set of

solutions. This structure gives the search process the ability

to recombine samples from the elite set, so as to exploit

useful information about the global optima.

In addition, the utilization of an elite pool, that has

high quality and diverse solutions, is used to control the

diversity of search, and a dynamic manipulation of the

population size is also recommended for better perfor-

mance of hybrid meta-heuristics [26]. A good perfor-

mance, with regards to consistency, efficiency and may

be generality, is presented by maintaining a balance

between diversification and intensification of the search

[9]. Therefore, the author chose the elitist-ant system

(elitist-AS) for this study to test it in the context of the

traveling salesman problem (TSP). This elitist-AS had

been developed and hybridized in his previous study

with some diversification and intensification mechanisms

to enhance its solution space exploration and exploita-

tion. This has been achieved in his previous work by

incorporating an elite pool that contains diverse and

high-quality solutions alike as well as by employing a

local search heuristic to intensify the search around elite

solutions while maintaining a degree of diversity. It was

applied to the course timetabling problem (see [11]). The

reason behind choosing the elitist-AS is due to the fea-

tures stated by [8]:

1. It has structured solution combinations using diversi-

fication strategies that rely on randomization. There-

fore, this is a good reason to investigate the effect of

incorporating an elite pool into the algorithm instead of

randomization or pseudo-random selection strategies

of solutions.

2. It evolves a strategy of updating the search in a form of

exploiting an elitism strategy with a pool of diverse

solutions, pheromone trails, to preserve good quality

and diversity.

3. It provides useful information about the collection of

elite and/or diverse solutions. However, it does not

originally possess elite pool of high quality and diverse

solutions. It is sufficient for exploring and exploiting

the solution space but still insufficient to balance

between diversity and quality.

4. It supports indirect solution representation in a

Euclidean space that is easy to manipulate.

In addition, the elitist-AS is chosen to experiment the

effect of employing an elite pool alongside their implicit

solution recombination. It is also aimed at comparing the

elitist-AS against other methods—i.e., genetic algorithm,

as an explicit recombination-based meta-heuristic. There-

fore, this study aims to investigate the effect of elite pool to

the performance of a population approach. Based on the

utilization of an elite pool, the study investigates the per-

formance of the hybrid elitist-AS by testing it on a well-

known class of NP-hard COPs, the TSP. In this study, a

fixed size of the memory and a maintained update strategy

of the memory structures are considered. The investigation

also compared the proposed hybrid meta-heuristic to sim-

ilar hybrid approaches and standalone methods such as

simulated annealing, genetic algorithm, particle swarm

optimization, harmony search, bat algorithm and ant

systems.

Therefore, this research study a question boils down to

the following: ‘‘Does the use of elite pool (a pool diverse

and high-quality solution) in population-based meta-

heuristic can enhance the performance of meta-heuristic

compared to the one that only use diverse pool?’’ Hence,

the objectives include the following:
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1. Propose a population-based meta-heuristic by incor-

porating a memory structure (e.g., elite pool), which

contains a set of diverse and high-quality solutions to

strike a balance between diversification and intensifi-

cation—exploration and exploitation—within the

search space, and

2. Test the performance, i.e., effectiveness and consis-

tency, of the proposed hybrid population-based meta-

heuristic over the TSP domains, that is of a very

different nature. The study also compares the results

with the state-of-the-art population-based meta-

heuristics.

The paper is organized as follows: Sect. 2 describes the

problem chosen for the study. Some related works are

presented in Sect. 3. The proposed hybrid meta-heuristic

and its design are presented in Sect. 4. Sections 5 and 6

show and discuss the experimental results obtained by the

proposed hybrid meta-heuristic. Finally, the conclusions

are presented in Sect. 7.

2 Description of the problem

Before describing the problem, the reason behind choosing

the TSP should be identified—although it has been inten-

sively studied in the literature, it is very common and has

been derived from real-world applications. Hence, it pro-

vides a very good platform for testing the impact of

hybridization and elite pool.

The TSP is an important optimization problem that

represents many fields of real-world problems in the areas

of transportation, logistics and semiconductor industries

[24]. The basic principle of TSP entails that the salesman

starts his travels from a city to his destination before

returning to the starting point while trying to obtain a

closed tour (circle) with a minimum cost. Every city once

must be visited only once during the tour. The cost of the

tour directly depends on its length.

The TSP can be generally defined as the consideration of

a set N of nodes representing the cities, and a set E of arcs

that fully connect the nodes N, where dij is the length of the

arc (i, j) [ E, that is the distance between cities i and j, with

i, j [ N. The TSP is the problem of finding a minimal length

(cost) Hamiltonian circuit (path) on the undirected graph

G = (N, E), where an Hamiltonian circuit of graph G is a

closed tour that entails visiting once and only once all the

n = |N| nodes of G, and where its length is given by the sum

of the lengths of all the arcs of which it is composed [6].

In this study, the concept of calculating the distances

between cities from [12] is adopted, where the distance

between city i and city (i ? 1), d(T[i], T[i ? 1]) is calculated

as the Euclidean distance using the following equation:

d T i½ �; T iþ 1½ �ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi � xiþ1Þ2 þ ðyi � yiþ1Þ2
q

: ð1Þ

The aim of solving TSP is to minimize the total closed

tour length (see [22] for details). Total tour length f can be

expressed as follows:

f ¼
X

n�1

i¼1

d T i½ �; T iþ 1ð Þ þ d T n½ �; T 1½ �ð Þð Þ ð2Þ

where n is the total number of cities.

Hence, the fitness (quality) of each solution fiti is cal-

culated using the following equation:

fiti ¼
1

1þ f ðxiÞ
ð3Þ

where f(xi) is the tour length of solution xi.

The hybrid elitist-AS generates a population of initial

solutions using nearest neighbor construction heuristic

similar to the one used in [1], and the distances between

cities are measured by integer numbers as in [12]. The

instances used in this work are taken from the TSPLIB

benchmark library that was introduced by [22, 23]. These

instances have been used in many studies, and some of

them were extracted from practical applications of the TSP.

In symmetric TSP (STSP), the distance between two

cities is the same in each opposite direction—forming an

undirected graph. This symmetry halves the number of

possible solutions, whereas in asymmetric TSP (ATSP),

paths may not exist in both directions or the distances

might be different—leading to the formation of a directed

graph. Traffic collisions, one-way streets and airfares for

cities with different departure and arrival fees are examples

of how this symmetry could break down.

In this study, a set of STSP instances is chosen—to be a

platform for testing—due to a large variety of works in the

related literature. All STSP instances used in the literature

are taken from the TSPLIB benchmark library introduced

by [22, 23]. These instances are used in many studies, and

some of them were extracted from practical applications of

the TSP. The structure of a STSP instance is shown in

Figs. 1, 2 and 3 that feature new instances created by the

author to solve the problems of 26 Jordanian cities and

1094 Jordanian locations. The instance with the dimension

of 26 cities is generated in two formats;1 one is based on

the distances between cities (see Fig. 1), while the other is

based on the coordinates of the cities (see Figs. 2, 3).

The third row, dimension, represents the number of

cities. Elements of the matrix represent the distance

(d) between cities i and i ? 1.

1 Coordinates and distances data were collected from the Ministry of

Tourism and the Royal Geographic Centre in the Hashemite Kingdom

of Jordan.
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3 Related work

A large variety of methodologies were applied to different

classes of TSPs. Most common and interesting method-

ologies are presented in the following subsection. While a

variety of heuristics and meta-heuristics has been widely

used and successfully applied to solve the STSP for several

years, the elitist-AS has not yet been applied to solve the

TSPs.

3.1 TSP

Some examples of meta-heuristics and hybrid approaches

applied on the TSPs include combinatorial an artificial

bee colony [12], ant systems and ant colony systems

[2, 5, 13, 15, 20, 21], a genetic algorithm [27, 29], a

scatter search [19], a particle swarm optimization [14], a

harmony search [3], simulated annealing [28], discrete

cuckoo algorithm [18] and an improved bat algorithm

[16].

The following discussion is dedicated to the selected

methods for the comparison study in Sect. 6:

• An accumulated experience ant colony system was

developed by [15] to solve the STSP. The search is

updated based on accumulating ants’ experience of

building a shortest tour length with the help of an

external memory structure.

• Ant system and two-stage ant colony system with 2opt

were developed by [20] to solve the STPS. The first

method is the conventional ant system, while the

second method is an ant colony system that relies on

two stages of search improvement on the bases of a

2opt approach.

• An ant colony system was developed by [21] to solve

the STSP, which is based on updating the search via the

ant’s pheromone on two stages of search improvement

and re-initialization.

• A hybrid ant colony optimization with simulated

annealing was developed by [2] to solve the STSP,

where the search process starts with construction of a

tour using the ant colony optimization and then the

simulated annealing is employed for the improvement.

• A conventional genetic algorithm and a hybrid gener-

alized chromosome genetic algorithm with a local

search were developed by [29] to solve the STSP. The

second hybrid method is developed to diversify the

search by the generalized chromosome strategy, while

intensifying the search is made by the local search.

• A hybrid genetic algorithm was developed by [27] to

solve the STSP. The genetic algorithm is improved by

with two local search methods. The first method is a

four vertices and three lines inequality applied to local

Hamiltonian paths to generate shorter circuits. The

second method is then executed to reverse the local

Hamiltonian paths with more than two vertices, which

also generates shorter circuits.

• A conventional harmony search was developed by [3]

and adapted to solve the STSP. Originally, it has a

memory structure to store only high-quality solutions.

• An improved simulated annealing was developed by

[28] to solve the STSP. The improvement is made by

incorporating a memory structure to diversify the

search.

• A discrete cuckoo search algorithm was developed by

[18] to solve the STPS. It was improved by recon-

structing the population of solutions via incorporating

the Levy flights strategy to control the balance between

intensification and diversification.

NAME: jor26 
TYPE: TSP  
DIMENSION: 26 
EDGE_WEIGHT_TYPE: EXPLICIT 
EDGE_WEIGHT_FORMAT: UPPER_DIAG_ROW 
DISPLAY_DATA_TYPE: NO_DISPLAY 
EDGE_WEIGHT_SECTION 

 

0 88 76 48 85 64 22 ……. 235 
88 0 32 38 23 50 88 ……. 313 
76 32 0 25 55 67 71 ……. 303 
……. ……. ……. ……. ……. ……. ……. ……. ……. 
235 313 303 281 342 306 257 ……. 0 
EOF         

Fig. 1 STSP instance for 26 Jordanian cities—distance based

NAME: jorE26
TYPE: TSP
DIMENSION: 26
EDGE_WEIGHT_TYPE: EUC_2D
NODE_COORD_SECTION
1 31.978259576126394 35.892333984375
2 32.51346758139904 35.8978271484375
3 32.318008790008015 35.742645263671875
……. ……. …….
26 30.324428113515598 35.44567108154297
EOF

Fig. 2 STSP instance for 26 Jordanian cities—coordinate based

NAME : jorE1094 
TYPE : TSP 
DIMENSION : 1094 
EDGE_WEIGHT_TYPE : EUC_2D 
NODE_COORD_SECTION 
1     31.978259576126394        35.892333984375 
2     32.51346758139904          35.8978271484375 
3     32.318008790008015        35.742645263671875 
…….       …….            ……. 
1094     32.21845360659106          37.09264934062958 

 

EOF         

Fig. 3 STSP instance for 1094 Jordanian locations—coordinate

based

Neural Comput & Applic

123

Author's personal copy



• An improved discrete bat algorithm is developed by

[16] to solve both STSP and ATSP. In this improved

version, intelligent bats are deployed to follow different

patterns of movement depending on the point of the

solution space in which they are located. Hamming

distances between bats play an important role in

generating new solutions (diversification), and two

operations are considered for the intensification

(namely 2opt and 3opt).

A computer code for the symmetric TSP called Concorde

TSP solver is presented in [23]. The code is written in the

ANSI C programming language and it is available for aca-

demic research use. The solver has been used to obtain the

optimal solutions to the full set of 110 TSPLIB instances, the

largest having 85,900 cities. The solver has a callable library

which includes over 700 functions permitting users to create

specialized codes for TSP-like problems. The solver allows

users to solve TSP instances online.

Some population-based meta-heuristics have no elite

pool to store good quality and diverse solutions, whereas

the hybrid elitist-AS has an incorporated elite pool. These

approaches include particle swarm optimization, ant colony

system and artificial bee colony [25]. By default, path

relinking and scatter search have a built-in elite pool (aka

reference set), while the rest have been modified to include

such elite pools. However, there has been no investigation

of elitist-AS for solving traveling salesman problems to the

author’s best knowledge. Furthermore, there is no instance

specifically generated for Jordanian cities. Therefore, this

work contributes to solving a real-world problem for 26

cities and 1094 locations in the Hashemite Kingdom of

Jordan. That is to aid the services in the Kingdom such as

logistics, transportation and warehousing.

3.2 Elite pool

From the above brief review of different methods, it is

concluded that many attempts have been made to solve

TSPs by combining different approaches (hybridization).

Two main properties of all the above methods in the lit-

erature can be summarized as follows: (1) first, use a

heuristic method to obtain a feasible initial solution; (2)

second, hybridize the meta-heuristic method with another

heuristic method to improve the solution during the itera-

tion process. Those works have shown significant

improvements to the TSPs’ optimal solutions with the

implementation of, mainly, population-based hybridiza-

tion. For example, a combination of population-based

methods with multiple phase neighborhood search and/or

greedy randomized adaptive search and/or local search, or

heuristics to select or to generate heuristics, has been

effectively solved the TSPs. The purpose of this

hybridization is to expand the neighborhood strategy in the

population-based method.

In addition, the adaptive memory structure is a major

component of an efficient and effective hybrid meta-

heuristic, e.g., scatter search algorithm. It stresses out the

concepts of memory, intensification—exploitation—and

diversification—exploration. A memory stands for the

information collected by the algorithm on the objective

function distribution. It can be represented as complex

structures, like pheromone trails in the elitist-AS. Intensi-

fication exploits the information obtained, in order to

improve the current solutions. This is typically a local

search routine, while diversification aims at collecting new

information, by exploring the search space.

The components presented (e.g., memory, intensifica-

tion and diversification) are not always clearly distinct and

are strongly interdependent in an algorithm. Therefore, the

author prefers to utilize their advantages via a complex

data structure that updates the search information more

effectively, called the elite pool. It aims at taking full

advantage of an adaptive memory; the author uses it as an

improvement method of the best solutions obtained after

combinations.

Some of the relationships are mentioned as follows. A

pool is defined as a data structure used to store a number of

solutions, which have turned out to be potentially useful

throughout the search [10]. Members of a pool are called

elite solutions. Hence, the concept of elite pool can be

presented as an adaptive memory, which [29] used the idea

of genetic algorithms of combining solutions to construct

new solutions and employed a tabu search as an

improvement procedure. Another similar approach that

uses the concept of elite pool is the granular tabu search

[28], which restricts the neighborhood size by removing

edges from the graph that are unlikely to appear in an

optimal solution.

Except for the scatter search, path relinking and hyper-

heuristic, all of the above-mentioned approaches in the

subsections have no elite pool of good quality and diverse

solutions, while the proposed hybrid elitist-AS possess an

incorporated elite pool. The above-mentioned approaches

are selected to be compared to the proposed hybrid elitist-

AS meta-heuristic in the paper due to the fact that they are

applied on the same selected instances. See Sect. 5. It is

worthwhile to evaluate the performance of the proposed

hybrid elitist-AS algorithm for solving the STSP.

4 Hybrid elitist-ant system

This work investigates the impact of hybridization and elite

pool on the effectiveness, efficiency and consistency of an

elitist-AS from [11]. This is achieved by testing it on STSP
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instances. The elitist-AS was originally proposed by [7].

Since the elitist-AS is set to strike a balance between search

diversity and intensification while maintaining the quality

of solutions in a previous work shared with Ayob [11],

where the authors enhanced its capability by hybridizing

the elitist-AS with an iterated local search (ILS), diversi-

fication and intensification mechanisms and an external

memory to store elite solutions. The pheromone model is

utilized in a way to (1) exploit the problem-specific

knowledge effectively and rapidly in the solution con-

struction phase, and to (2) enhance the diversity of con-

structing new solutions as well as the exploration of

solution’s neighborhoods in the improvement phase. This

assists both pheromone evaporation and elite pheromone

updating, as well as eventually gain control over search

exploration and exploitation.

The diversification mechanism helps avoid early con-

vergence, while the intensification mechanism helps in

exploring the neighbors of a solution more effectively. The

ILS is employed as an intensification mechanism to

improve the individual ant solution. The diversification

mechanism is employed by restarting the ant search when it

stagnates to explore different regions when no further

possible improvements of the search space. This will

strengthen the ability of the pheromone deposition, inten-

sification, and evaporation, diversification, in diversifying

the search while maintaining the quality. Based on a col-

lection of diverse and good quality solutions in the external

memory and a predefined number of non-improvements in

the ILS, the intensification mechanism will be initiated to

improve solutions obtained from the ILS further. By con-

trast, the diversification mechanism will be applied once

the ILS fails to improve the quality of solutions by re-

initializing the pheromone trails. A generic pseudo-code of

the hybrid elitist-AS is illustrated in Fig. 4 [11].

The hybrid elitist-AS algorithm starts by initializing all

parameters as in Table 1 (Step 1). Then (Step 2) starts the

search by constructing, from scratch, a population of initial

solutions using a nearest neighbor constructive heuristic

that is guided by pheromone trails. Each ant presents a

solution that will be improved using the ILS for a signifi-

cant enhancement of its quality. Once an elite solution,

better quality and more diverse, is found, it will be stored in

the elite pool—external memory. This solution will be

utilized in the successive iterations as a reference to guide

the search toward a global solution. If the elite solution is

updated or a better solution is found, the intensification

phase will proceed to further explore neighbors around the

new elite solution in order to generate a better elite solu-

tion. If there is no improvement for a predefined number of

iterations, stagnation state, the intensification phase will be

skipped and the diversification phase commences. The

diversification phase will re-initialize the pheromone trail

values to restart the search. All steps will be repeated until

the stopping criterion is met, which is either the maximum

number of iterations or a global (lower or upper bound;

problem dependent) solution is found. For further details

about the phases of the hybrid elitist-AS, please refer to

[11].

Once all ant solutions are feasible, they are improved

using the ILS, guided by the pheromone trail matrix (Step

3). The ILS is simply implemented in five types of per-

turbation moves, where each move is applied for a prede-

termined number of iterations, 100 iterations are used in

Step 1: Initialization phase
While StoppingCriterion is not met do
Step 2: Construction phase 
For each ant //solution construction

Apply Nearest Neighbour construction heuristic;  
End for
Step 3: Improvement phase

While non-improvement stopping criterion is not met do
Locally improve each constructed solution; // employ ILS
Update size & content of external memory (elite pool); 

End While
If the best solution is updated then

Step 4: Intensification phase;
Randomly explore the neighbors of the best solution found so far (elite solution);

Step 5: Global Pheromone update phase;         
Update pheromone trails route appearing in solution; // diversity pool

Else
Step 6: Diversification phase;

Pheromone evaporation; // diversity control
Reinitialize pheromone trails;
Generate new population of ants using elite solutions in the elite pool by some perturbations;

End If
End While
Step 7: Return Best ant // best solution

Fig. 4 Generic pseudo-code of

the hybrid elitist-AS for the TSP
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this work, to determine the strength of the perturbation by

increasing or decreasing pheromone values. A new solution

is accepted if it is better than the current one. This leads to

a first improvement descent in the space of the local

optima. After applying the local search, the elite pool is

updated including its contents and size containing elite

solutions found (see Step 3). The elite pool stores the elite

solutions found. It is used to maintain good search expe-

rience information in order to guide the search efficiently.

It is also used in constructing new solutions in successive

iterations from elite solutions by performing some pertur-

bations rather than constructing them from scratch.

In Step 4, the intensification mechanism is employed to

explore the neighbor of good solutions more effectively

after the best solution found so far has been improved. This

is done using a random descent heuristic, where some

neighbors from all neighborhoods of a solution are gener-

ated and the best one is chosen until no more improvement

is possible. Then, all ants start their next iteration with the

best permutation performed to construct new solutions

from previous ones, as in Step 2 but by performing per-

turbations to elite solutions rather than constructing new

solutions from scratch.

Only the best ant, elite solution, updates the pheromone

trails matrix, global update (see Step 5). An elite solution is

one that has the optimal, best, fitness value.

In addition, the best performed neighbor that results an

elite solution of a best solution in the current iteration will

be used as the starting permutation of solutions in the next

iteration in the improvement phase. This is to provide

further intensification around promising regions when

constructing new solutions. In this work, neighborhood

structures are simply explored using a simple descent

heuristic (Step 3) at each iteration. This step proceeds for a

predetermined number of iterations.

The diversification mechanism (Step 6)—also called

pheromone evaporation—is employed after performing a

predefined number of non-improvement iterations of the

best solution found so far in the local search routine. This

helps avoid early algorithm convergence. As the diversi-

fication mechanism is employed each time, the mechanism

periodically erases all the pheromone trails. Pheromone

values are re-initialized once the intensification mechanism

failed to improve all ant solutions. In other words, if the

neighborhood structure is explored and no solution

improvement is done, the pheromone trails must be erased

to track a new path toward better quality solutions. Each

ant will generate a new solution from the elite solution in

the elite pool for all ants, except the one with best solution

found so far, by performing some perturbations to the elite

solutions. The whole process of the algorithm is repeated

until the stopping criterion is met, i.e., either the best or

optimal solution has been found, or the number of itera-

tions has reached its limit.

5 Computational results

In this study, a hybrid elitist-AS is tested over twenty-nine

STSP instances from TSPLIB.2 As recommended by the

related literature (e.g., [21]), the author ran the hybrid

elitist-AS 25 times on each instance for 100,000 iterations

as a stopping condition. The experiments were performed

on Intel Core i7 2.30 GHz processor, 8 GB RAM, and

implemented in Java NetBeans IDE v 7.4 parameters listed

in Table 1 are determined experimentally (e.g., elite pool

size) and based on related work (e.g., elitism). For exam-

ple, the population size in the elitist-AS is preferred to be

relatively small [9].

The author tends to fine-tune and determine the best

suitable parameters in a certain stage (when no further

improvement is possible) during the run time while solving

the problem, noting that variable parameters are modified

depending on the possible solution; a predefined sequence

of values are adaptively changed due to the occurrence of a

Table 1 Parameter settings

used by the hybrid elitist-AS for

TSP

Parameter Value

Number of ants 25

Number of iterations 100,000

Number of non-improvement iterations 100

Pheromone initial values 0.01

Evaporation rate 0.1 [ [.04, .06]

Controlling ratio (exploration vs. exploitation) 0.95 [ [0, 1]

Importance of distances (penalty) 2.0

Initial external memory (elite pool) size 5 (elite solutions)

Local search routine Iterated local search

Elitism (Search update) Use the best ant to update global pheromone

2 OR library website: http://comopt.ifi.uni-heidelberg.de/software/

TSPLIB95/.
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certain state of the algorithm. There are too many instances

for the STSP (e.g., 112 instances for the STSP). Therefore,

the author determined to test the hybrid elitist-AS on some

common instances tested across the literature.

Table 2 shows the best results obtained in this work for

the test on STSP compared to best known or optimal results

from the literature (Optimal quality). Best results are

highlighted in bold (Best Sol.). The average (Avg.),

Table 2 Results of the hybrid

elitist-AS applied to the STSP

(20 runs for each case)

Instancea Optimal qualityb Elitist-AS

Best sol. D (%) Avg. Std. Time (s)

att48 10,628 10,628 0 10,684 0 5

att532 27,686 28,147 1.66 28,147 19.22 612

a280 2579 2579 0 2593 13.03 92

bays29 2020 2020 0 2020 0 96

berlin52 7542 7542 0 7550 0 38

bier127 118,282 118,282 0 119,363 325.5 17

ch130 6110 6110 0 6265 22.1 56

ch150 6528 6528 0 6550 11.22 53

d198 15,780 15,888 0.68 15,940 64.83 103

d2103 80,450 80,688 0.29 80,760 1066.3 905

d15112 1,573,084 1,573,162 0.004 1,573,178 25,576.1 1301

eil51 426 426 0 429 0 25

eil76 538 538 0 551 0 42

fl1577 22,249 22,977 3.27 22,977 217.22 862

gr24 1272 1272 0 1272 0 67

hk48 11,461 11,461 0 11,461 2.5 13

kroA100 21,282 21,282 0 21,305 0 41

kroB150 26,130 26,185 0.21 26,556 0 42

kroA200 29,368 29,420 0.17 29,685 1.03 51

lin318 42,029 44,169 5.09 43,028 18.63 228

pcb442 50,778 51,286 1.0 52,303 908.1 199

pr76 108,159 108,159 0 108,503 0 32

rat575 6773 6773 0 6773 0 166

rat783 8806 8806 0 8834 1.27 388

rd100 7910 7910 0 7986 0 31

rd400 15,281 15,281 0 15,501 0 213

st70 675 675 0 675 0 95

tsp225 3919 3919 0 4285 2.63 52

vm1084 239,297 239,297 0 240,125 1859.9 427

Average deviation 0.43 % 215.5

jor26c – 2293 0 2296 5

jorE26d – 14,707 0 14,935 39

jorE1094 – 55,356 2.25 56,710 2155

Average deviation 0.75 % 733

The instances of STSP (TSPLIB95) have been officially declared in 2007 (by its founder [23]) as solved to

optimality
a The number in the name of an instance gives the instance dimension/number of cities
b Optimal solutions are generated by the Concorde TSP solver. They are reported in the official website of

the solver: http://www.math.uwaterloo.ca/tsp/concorde/benchmarks/bench.html
c In this study, the instance jor26 is generated based on the distances format (edge-weight-type:

EXPLICIT; and edge-weight-format: UPPER-DIAG-ROW)
d In this study, the instances jorE26 and jorE1094 are generated based on the coordinates format (edge-

weight-type: EUC_2D)
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standard deviation (Std.) and time in seconds for the hybrid

elitist-AS are also presented. Table 3 shows the best results

obtained in this work compared to those reported in the

literature obtained through similar hybrid meta-heuristics.

Many published works reported the deviation percentage

of—D (%)—for their best solutions compared to the best

known counterparts (e.g., [25]). Therefore, the author of

this work reports his results in a method similar to other

works and means of illustration.

Many published works reported the deviation percent-

age—D (%)—(or brief statistics) of their best solutions

from best known solutions (e.g., [25]). Therefore, in this

work the author reports his results similar to their illus-

tration. The deviation percentage—D (%)—from the best

known result found in the literature is calculated for each

instance as follows: D (%) = ((a - b)/b) 9 100, where

a is the best result returned over 25 independent runs by the

hybrid elitist-AS, and b is the best known result found in

the related literature.

Based on Table 2, the hybrid elitist-AS meta-heuristic

has shown to be competitive in most cases with the best

known results. The table also shows the gap between the

best known solution and the hybrid elitist-AS. A zero gap

indicates that best known solutions, or rather optimal, were

obtained. Overall, in comparison to the best known solu-

tions, the hybrid elitist-AS meta-heuristic can produce very

good solutions. Elitist-AS has obtained optimal solutions

for 20 instances out of 29. Across 29 instances—25 runs

for each instance—the average D (%) is only 0.43 % for

the elitist-AS. In addition, the consistency of the hybrid

elitist-AS method can be defined by the Std. over 25 runs,

where the Std. produced by elitist-AS is relatively small for

all instances of the STSP (except ch130, d198, fl1577 and

lin318). These indicate that the proposed methodology is

very efficient and competitive to solve the STSP compared

in terms of solution quality and consistency. Hence,

meeting those criteria leads to the generality of the pro-

posed hybrid elitist-AS meta-heuristic over different sizes

of instances.

Figure 5 below shows the shortest tour obtained by the

hybrid elitist-AS for instances jorE26 and jorE1094.

6 Discussion

This section is devoted to assessing the performance of the

hybrid elitist-AS meta-heuristic against other conventional

and hybrid methods in the literature. So, the study aims at

(1) assessing the benefit of integrating an elite pool within

the proposed hybrid elitist-AS and (2) testing the generality

and consistency of the hybrid elitist-AS over the TSP. This

is achieved by comparing it against other conventional or

hybrid meta-heuristics.

In order to support the hypothesis of the impact of the

elite pool on the performance of population-based meta-

heuristics, the study investigated this issue by comparing the

hybrid elitist-AS meta-heuristic with a number of conven-

tional and hybrid meta-heuristics which have no elite pool.

For example, a typical genetic algorithm has a pool

(specifically an explicit memory) of diverse solutions, but it

does not possess a pool of elite solutions (diverse and high

quality) [4, 26]. That is, why it has a great search diversi-

fication mechanism, but it lacks an efficient intensification

mechanism [4]. In some algorithms such as memetic algo-

rithms, the use of elite pool can affect the performance of

meta-heuristic algorithms in solving variety of optimization

problems [4]. Hybridization of local search method and

diversification and intensification mechanisms within an

elitist-AS is also hypothesized of the impact on the perfor-

mance of a population-based meta-heuristic.

Table 3 shows results obtained by the hybrid elitist-AS

Compared to other population-based and hybrid methods

that do not possess an elite pool of high quality and high-

diversity solutions. The computational time of the com-

pared methods ranges from 500 to 1500 s. In almost all of

the instances, the hybrid elitist-AS obtained better results

than those produced by the similar approaches. For

example, it has obtained a much better result (e.g., ber-

lin52 = 7542) than the original AS (e.g., ber-

lin52 = 7601); than the enhanced ACS-2opt (e.g.,

a280 = 2618); and HS (e.g., bier127 = 118,282).

Regarding the consistency verification and as listed in

Table 2, the average error D (%) for the hybrid elitist-AS

stands at 0.43 %. The average running time for the hybrid

elitist-AS is 215.5. Experimental results show that hybrid

elitist-AS is promising, competitive (efficient and accurate)

and comparable when elite pool, local search and diversi-

fication and intensification mechanisms are integrated.

Experimental results also demonstrate that the elite pool,

local search and diversification and intensification mecha-

nisms are very important in the hybrid elitist-AS when

searching for the optimal solution. To see the effect in

terms of the quality of utilizing an elite pool, the author

also implemented a conventional elitist-AS (CEAS) with-

out an elite pool and compared it to the hybrid elitist-AS

with an elite pool; please see the last column in the table.

From Table 3, it can be seen that almost across all

instances, the hybrid elitist-AS outperforms other methods

(e.g., AS, ACS-2opt, GA, GCGA-LS, ISA, TPASHO,

IDCS and CEAS). For example, the hybrid elitist-AS (with

an elite pool) has obtained a much better result (e.g., ber-

lin52 = 7542) than the conventional AS and CEAS. For all

instances, the hybrid elitist-AS obtained competitive results

(if not optimal) compared to PTS-ACO, AEAC, HS, IBA

and HGA. However, it is outperformed by the PTS-ACO

and HGA for 4 instances.
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All of the methodologies reported in the table above did

not use an explicit memory. This may cause the lack of

maintaining a balance between diversity and quality of the

search. They also lack a systematic selection strategy or a

solution combination strategy, where this might be the

reason behind their poor results or their ability to tackle

only one specific problem. On the other hand, some works

reported in the literature used a memory to store the best

solution (such as the ant colony algorithm in [13]), but

unfortunately they did not provide a clear description of the

memory and a few experimental results.

From the table, for most instances, it can be clearly seen

that the proposed methodology is better than those without

elite pools (e.g., see att48). This demonstrated the effec-

tiveness of using an elite pool (of diverse and high-quality

solutions) in a population-based method. Some of the

results obtained are exactly the same as others (e.g., see

ch150). As mentioned before, the elitist-AS meta-heuristic

possess an implicit memory to store high quality and

diverse solutions; yet, it could be exhaustive to directly

apply permutations and perturbations, e.g., apply specific

neighborhood structures, to good quality or diverse solu-

tions for more quality improvements. It is believed that the

transition between implicit and explicit solution represen-

tations during the search process is a hard task. Generally,

the hybrid elitist-AS is fairly effective and consistent.

In addition to the results above, it is worthwhile to draw

some statistically significant conclusions regarding the

performance of elitist-AS and the CEAS. Therefore, the

Wilcoxon test (pairwise comparisons) with significant level

of 0.05 is performed. The p value of the Wilcoxon test of

elitist-AS versus CEAS is presented in the last column of

Table 3, where ‘‘?’’ indicates elitist-AS is statistically

better than CEAS (p value\ 0.05), ‘‘-’’ indicates elitist-

AS outperformed by CEAS (p value[ 0.05) and ‘‘*’’

indicates both algorithms having the same performance

(p value = 0.05). The results in Table 3 (last column)

show that elitist-AS is statistically better than CEAS on 27

instances, not statistically better than CEAS on none of the

instances and perform the same as CEAS on 2 instances out

of 29 tested instances of the considered problem domain.

To summarize, the results demonstrate that elitist-AS is

better than CEAS in terms of consistency, efficiency and

generality with regards to the tested instances of the con-

sidered problem domain. This is mainly due to the use of

elite pool within elitist-AS, which has a positive effect on

the ability of elitist-AS in producing good quality and

consistent results compared to CEAS. The Std. and D (%)

of elitist-AS reveal that its results are stable and very close

to the best results obtained by other population-based meta-

heuristic methods. All of the observations above serve as

evidence that the elitist-AS is capable of producing good

quality results over all instances, instead of just a few ones.

As shown in this experimental study, the hybrid elitist-

AS obtained competitive results, if not optimal ones in

some instances, when compared against the best known

results reported in the literature. The percentage deviation

demonstrates that the results of the hybrid meta-heuristic

are very close to the best known ones. This is proven based

on the hybrid elitist-AS’ consistency and generality. This is

due to the factor of incorporating (hybridizing) an explicit

memory structure (e.g., reference set) in a meta-heuristic to

diversify the search by exploring different regions of the

search space, or rather by escaping local optima, while

preserving high-quality solutions. Overall, the result

implies that hybridizing an explicit memory structure with

Fig. 5 Graphical representation of the shortest tour and coordinates instances jorE26 and jorE1094
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a population-based meta-heuristic has a significant impact

on the performance of population-based meta-heuristics in

solving STSP.

It is interesting to consider the computational com-

plexity of the algorithm in order to know which portion is

most compute—intensive in the proposed hybrid elitist-AS

meta-heuristic. Based on the analysis, the computational

complexity of the search in the proposed hybrid meta-

heuristic is not high when compared to most meta-heuris-

tics. This presents another benefit of the hybrid elitist-AS—

i.e., the general and computational efficiency for a range of

problems. To provide some indication where most of the

time is being spent, the computational complexity of the

hybrid meta-heuristic is briefly analyzed below:

1. The overall computational complexity for the elitist-

AS meta-heuristic (without hybridization) is

O(p 9 n), where p is the population size, and n is

the number of iterations.

2. However, the proposed hybrid meta-heuristic starts

by initializing the population of initial solutions,

Initialization = O(m2 ? p), where p is the popula-

tion size, and m is the dimension of the solution.

3. A constructive heuristic is employed in the popula-

tion initialization, nearest neighbor with complexity

O(n2). Regardless a specific type of constructive

heuristics, generally the complexity is = O(m2 9 p).

4. Next, the algorithm generates a population of

solutions for the adaptive memory mechanism

(e.g., external memory or elite pool) which has

complexity O(s 9 m), where s is the memory size,

and m is the dimension of the solution (e.g., number

of cities).

5. The proposed hybrid meta-heuristic will then

employ a local search routine, iterated local search

with complexity O(n), to generate new better quality

solutions.

6. The hybrid meta-heuristic will call a local search

routine every n iterations (every n consecutive non-

improvement iterations) to generate a new popula-

tion from scratch to re-initialize the search as

follows:

(a) Selection = O(m).

(b) Perturbations = O(m - 1).

(c) Deposit pheromone trail = O(m2 9 p).

(d) Update pheromone trail = O(m2).

7. The hybrid meta-heuristic will update the adaptive

memory mechanisms (e.g., external memory or elite

pool) and sort the solutions of the adaptive memory

mechanism, which has the complexity O(s log(s)).

8. The search is updated by the elitism. The search will

examine solutions in the memory whether to loop or

to stop:

(e) Elitism = O(m 9 p2).

(f) Loop or Exit (stopping criterion) = O(m 9 p).

Thus, the overall complexity for the proposed hybrid

meta-heuristic is O(m2 ? p) ? O(m2 9 p) ? O(s 9 m) ?

O(n) ? O(m - 1) ? O(m2 9 p) ? O(m2) ? O(s log(s))

? O(m 9 p2) ? O(m 9 p). Note that O(m2 9 p) can be

replaced by O(n2).

Intentionally, the author has not simplified the com-

plexities as he wishes to draw out the complexity of the

various stages. Since the proposed hybrid meta-heuristic

has been tested and uses a variety of local search routines,

the complexity of the utilized local search routine is not

presented in detail. By inspection, it can be observed that

the complexity of the local search routine (O(n)) is very

low, e.g., w.r.t. the parameters of n, m and p, etc., therefore

do not present to be a critical factor in the proposed hybrid

meta-heuristic. The crucial factors are presented in the

memory structures (external memory or elite pool) and the

search update (see Steps 4 and 7, Steps 6 and 8, respec-

tively). In some cases, constructive heuristics could be

presented as crucial factors too (see Step 3).

Overall, the advantages of the hybrid elitist-AS are the

ability to utilize the heuristic information about diverse and

high-quality solutions during instance solving—via elite

pool—to diversify the search while intensifying the

improvement of a high-quality solution. Results demon-

strate that the hybrid method provides a general mechanism

regardless the nature and complexity of the instances and

could be applied to other domains without many changes

(i.e., the user only needs to change the constructive

heuristics and neighborhood structures). Applying a

methodology to other problem domains or even different

instances of the same problem usually requires a consid-

erable amount of modification (e.g., change algorithm

parameters or structures). The study demonstrated the

generality of the proposed hybrid method across different

instances. It would be hoped that the proposed methodol-

ogy would also generalize to other domains.

The performance of the hybrid meta-heuristic is evalu-

ated by considering the following three criteria:

– Generality Generality is defined as the ability of the

hybrid method to work well across different instances

of the same problem.

– Consistency The ability of the hybrid method to

produce stable results when executed several times

for every instance. Typically, consistency is one of the

most important criteria in evaluating any algorithm.

This is due to the fact that many search algorithms have

a stochastic component, prompting thus different

solutions over multiple runs even if the initial solution

is the same. The consistency of the hybrid method is
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measured based on the average and the standard

deviation over 25 independent runs.

– Efficiency The ability of the hybrid method to produce

good results that is close or better than the best known

value in the literature. The efficiency of the hybrid

method is measured by reporting, for each instance, the

best and the percentage deviation, D (%), from the best

known results in the literature.

For all tested instances, results of the hybrid method are

compared to similar methods in terms of solution quality

rather than computational time. This can be attributed to the

fact that different computer resources used made the com-

parison very difficult. Therefore, in this study, the number of

iterations is set as the termination criteria as a result of the use

of the adaptive memory (e.g., 20 min) in the hybrid elitist-

AS. As a result, the execution time of the hybrid method is

within the range of those published in the literature.

Hence, the innovation of the article can be highlighted

as the hybrid elitist-AS is promising, competitive (efficient

and accurate) and comparable when elite pool, iterated

local search, diversification and intensification mechanisms

are integrated.

7 Conclusion

This study demonstrated the efficiency and consistency of a

hybrid population-based meta-heuristic (namely elitist-AS)

on the STSP. This was achieved by investigating and testing

the impact of hybridization (of intensification and diversifi-

cation mechanisms) and utilization (of an elite pool) on the

performance of a population-basedmeta-heuristic. Thehybrid

elitist-AS utilizes an elite pool (namely external memory)

consisting of a collection of diverse and high-quality solu-

tions. This memory structure helps in maintaining a balance

between diversity and quality of the search. For example,

escaping local optima (minima) can be made through the

employment of generating new solutions from those diverse

ones in the elite pool. Thisway, the searchmight bediversified

for new promising region. In addition, the search can be

converged toward better quality solutions by focusing the

search around good quality solutions from the elite pool.

Results show that the hybrid elitist-AS produces high-

quality solutions, if not optimal, and that their performance are

(or can be considered) consistent, efficient and effective

across all instances of the TSP (including the generated 26

cities and 1094 Jordanian locations). The study concludes that

the hybridization of diversification and intensification mech-

anisms and an elite pool within a population-based meta-

heuristic can enhance the performance of the population-

based meta-heuristic toward producing high-quality solutions

(which are optimal). The analysis and discussion on the

computational complexity are another proof that the hybrid

elitist-AS is efficient across a range of instances. The gener-

ated instances for the 26 Jordanian cities and 1094 locations

could be considered for further complexity and modification

(e.g., upgrading it to be a vehicle routing problem).

As an extension of a previously reported work, the

author highlights the importance of the hybrid elitist-AS

and elite pool, diversification and intensification mecha-

nisms, as well as the local search for optimal solution

searching, which is compared with classical or hybrid

ACOs. Numerical experiments show that hybrid elitist-AS

with elite pool, diversification and intensification mecha-

nisms, and local search are very competitive and have a

good trend with regard to implementation efficiency when

compared to the classical ACOs and as it is applied to

larger size TSP instances.

The main contributions of this work are as follows:

– The development of the hybrid elitist-AS method that

possesses elite pool and performs heuristic perturba-

tions, demonstrating that strengths of different search

algorithms can be merged into one hybrid population-

based meta-heuristic methodology (e.g., constructive

heuristics and meta-heuristics, population-based and

local search methods).

– Thehybridizationof an adaptivememorymechanism(e.g.,

elite pool) that contains a collection of high quality and

diverse solutions, with a population-based meta-heuristic,

and manages to obtain consistent results in addition to

producing high-quality solutions that are either competi-

tive or better than other similar methods in some cases.

– The development of a hybrid meta-heuristic which can

be easily applied to different instances without much

effort, e.g., the user only needs to change some

parameter or neighborhood structures.

In particular, the use of an elite pool provides a diversity

of high-quality solutions from which the hybrid elitist-AS

meta-heuristic can start its search process for better solu-

tions. The elite pool also provides a mean of implement

cooperation and to achieve faster convergence. In future

work, the author intends to investigate the effectiveness of

the hybrid meta-heuristic across other COPs.

Compliance with ethical standards

Conflict of interest The author declares that he has no conflict of

interest.

References

1. Albayrak M, Allahverdi N (2011) Development a new mutation

operator to solve the traveling salesman problem by aid of genetic

algorithms. Expert Syst Appl 38(3):1313–1320

Neural Comput & Applic

123

Author's personal copy



2. Bao H (2015) A two-phase hybrid optimization algorithm for

solving complex optimization problems. Int J Smart Home

9(10):27–36. doi:10.14257/ijsh.2015.9.10.04

3. Bouzidi M, Riffi ME (2014) Adaptation of the harmony search

algorithm to solve the travelling salesman problem. J Theor Appl

Inf Technol 62(1):154–160

4. Blum C, Roli A (2008) Hybrid metaheuristics: an introduction,

studies in computational intelligence. In: Blum C, Aguilera MJB,

Roli A, Samples M (eds) Hybrid metaheuristics: an emerging

approach to optimization, vol 114. Springer, Berlin, pp 1–30

5. Dong G, Guo W (2010) A cooperative ant colony system and

genetic algorithm for TSPs. ICSI 1:597–604

6. Dorigo M, Di Caro G, Gambardella LM (1999) Ant algorithms

for discrete optimization. Artif Life 5:137–172

7. Dorigo M, Maniezzo V, Colorni A (1991) Positive feedback as a

search strategy. Technical Report 91-016, Dipartimento di Elet-

tronica e Informazione, Politecnico di Milano, Italy
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