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Abstract This study presents an investigation of enhancing the capability of the
Scatter Search (SS) metaheuristic in guiding the search effectively toward elite so-
lutions. Generally, SS generates a population of random initial solutions and system-
atically selects a set of diverse and elite solutions as a reference set for guiding the
search. The work focuses on three strategies that may have an impact on the perfor-
mance of SS. These are: explicit solutions combination, dynamic memory update,
and systematic search re-initialization. First, the original SS is applied. Second, we
propose two versions of the SS (V1 and V2) with different strategies. In contrast to the
original SS, SSV1 and SSV2 use the quality and diversity of solutions to create and
update the memory, to perform solutions combinations, and to update the search. The
differences between SSV1 and SSV2 is that SSV1 employs the hill climbing routine
twice whilst SSV2 employs hill climbing and iterated local search method. In addi-
tion, SSV1 combines all pairs (of quality and diverse solutions) from the RefSet whilst
SSV2 combines only one pair. Both SSV1 and SSV2 update the RefSet dynamically
rather than static (as in the original SS), where, whenever a better quality or more
diverse solution is found, the worst solution in RefSet is replaced by the new solu-
tion. SSV1 and SSV2 employ diversification generation method twice to re-initialize
the search. The performance of the SS is tested on three benchmark post-enrolment
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course timetabling problems. The results had shown that SSV2 performs better than
the original SS and SSV1 (in terms of solution’s quality and computational time). It
clearly demonstrates the effectiveness of using dynamic memory update, systematic
search re-initialization, and combining only one pair of elite solutions. Apart from
that, SSV1 and SSV2 can produce good quality solutions (comparable with other
approaches), and outperforms some approaches reported in the literature (on some
instances with regards to the tested datasets). Moreover, the study shows that by com-
bining (simple crossover) only one pair of elite solutions in each RefSet update, and
updating the memory dynamically, the computational time is reduced.

Keywords Scatter Search metaheuristic · Explicit solutions combination · Dynamic
memory update · Systematic search re-initialization · Post-enrolment course
timetabling problem

1 Introduction

University course timetabling is considered as an NP-hard (Even et al. 1976) (non-
deterministic polynomial-time hard) optimization type problem (see Lewis 2008).
There are various metaheuristic approaches used to solve this course timetabling
problem.

Metaheuristic designates a computational method that optimizes a problem iter-
atively. The method can be classified into two classes: population-based and local
search (Blum and Roli 2008).

Some common population-based methods applied to the problem are the ant
colony optimization (Socha 2003; Rossi-Doria et al. 2003; Mayer et al. 2008),
swarm optimization (Turabieh et al. 2010; Sabar et al. 2011), hybrid evolution-
ary algorithm and memetic algorithm (Lewis et al. 2007b; Jat and Yang 2010;
Abdullah et al. 2007, 2010a). The population-based method is utilized because of
its capability to explore search space and to combine easily with local search method
in order to enhance solution exploitation mechanism (Talbi 2002). On the other hand,
some common local search methods applied to the problem are tabu search (Rossi-
Doria et al. 2003), simulated annealing (Kostuch 2005; Chiarandini et al. 2006;
Ceschia et al. 2011), and iterated local search (Rossi-Doria et al. 2003). The local
search method is utilized because of its capability to exploit solution space (Blum
and Roli 2008).

The strength of population-based method relied on the capability of recombining
solutions to obtain new ones (Blum and Roli 2008). In population-based algorithms
such as the Scatter Search (SS), a structured solution recombination of elite solu-
tions is performed explicitly (which involve moving/swapping of assignments in a
solution representing the information exchange between generations about an elite
solution) using one or more recombination operators, such as crossover and mutation
(Blum and Roli 2008). This process enables the search to perform structured solutions
combinations (Blum and Roli 2008). The term explicit means that a solution is rep-
resented directly by the actual assignments (e.g. course1-timeslot44, course1-room2)
and their fitness values.
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However, a population-based method is considered weak in intensifying the search
to obtain higher quality solutions. Hence, in order to enhance the intensification pro-
cess, a specialized metaheuristic in exploiting the solution space (e.g. hill climbing) is
usually hybridized with population-based method. Many studies have recommended
this hybridization, such as Blum and Roli (2008), Rossi-Doria et al. (2003), Eiben and
Smith (2003), Qu et al. (2009), Talbi (2009). On the other hand, local search method
has the capability to overcome the weakness (in the population-based method) of
exploiting the solution space (further enhancement of a solution’s quality). In addi-
tion, the utilization of an explicit memory (e.g. elite pool or reference set), to control
the search diversity, and a dynamic manipulation of the population size are also rec-
ommended for better performance of hybrid metaheuristics (Talbi 2002; Greistorfer
2000). A good performance is presented by maintaining a balance between diver-
sification and intensification of the search (Glover et al. 2002). Therefore, we have
chosen the SS for this study, due to the following characteristics (Glover et al. 2002;
Laguna and Marti 2003):

i. It provides a deterministic selection of reference set of elite solutions in terms
of quality and diversity. This performs a systematic neighborhood search in the
Euclidean or Hamming spaces.

ii. It has structured solution combinations using diversification strategies that do not
merely rely on randomization.

iii. The search evolves a strategy of updating in a form of exploiting an adaptive
memory to preserve good quality and diversity.

iv. It provides useful information about the collection of elite and diverse collection
solutions.

This study mainly aims at illustrating the impact of employing a number of strate-
gies (in the SS) that might speed up the search process and effectively guide the
search toward a better quality solution. These strategies include the combination of
one pair of elite solutions, an explicit elite solutions combination, a dynamic update
of the memory, and a search re-initialization strategy via perturbing elite solutions in
the memory. Based on the presented strategies, the study concludes the performance
and consistency of SSV1 and SSV2 metaheuristic by testing them on post-enrolment
course timetabling problems. The investigation concluded that by combining only
one pair of elite solutions each RefSet update, and updating the memory dynamically,
the computational time is reduced. Moreover, by considering both good quality and
diverse solutions for updating the RefSet and combining solutions (alongside employ-
ing the diversification generation method twice), the search converges toward better
quality solutions while escaping the local optima effectively. Hence, a balance be-
tween quality and diversity of the search can be maintained. Therefore, the proposed
SSV1 and SSV2 perform better than the original SS (in terms of solution’s quality and
computational time). This demonstrated the effectiveness of using dynamic memory
update, the systematic search re-initialization, and combining only one pair of elite
solutions. The result findings also had shown that the proposed SSV1 and SSV2 can
produce good quality solutions (comparable with other approaches), and outperform
some approaches reported in the literature (on some instances with regards to tested
datasets).
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2 Problem description

In post-enrolment course timetabling problem, only the number of students enrolled
in a course is considered in arranging courses to a particular room (student enrolment
must not exceed the room capacity) for a specific period, while satisfying some con-
straints (Petrovic and Burke 2004). Due to the large variety of constraints in course
timetabling problem that are required by different institutions, it would be almost
impossible to model a generic course timetabling model that is applicable to every
institution (Lewis et al. 2007a). Therefore, this study will tackle three well known
post-enrolment course timetabling benchmark datasets as follows:

• Metaheuristics Network (2001) including Socha’s instances (Socha et al. 2002):
the problem containing 12 instances;

• TTComp2003 announced by Metaheuristics Network (2001): the problem contain-
ing 20 instances;

• ITC2007 (Track2) (Lewis et al. 2007a): a full formulation of the problem is intro-
duced containing 24 instances.

The datasets can be downloaded from the website of Socha (http://iridia.ulb.ac.be/
supp/IridiaSupp2002-001), the official website of TTComp2003 (http://www.idsia.
ch/Files/ttcomp2002/), and the official website of ITC2007 (http://www.cs.qub.ac.uk/
itc2007/).

The problem formulation for the post-enrolment course timetabling problems is
defined by Lewis et al. (2007a). The original formulation was proposed by Meta-
heuristics Network (2001) and used for Socha, TTComp2003 and ITC2007 (Track2).
The datasets of this formulation were originally generated by Ben Paechter (Meta-
heuristics Network 2001) who had designed an automatic generator of simulated
real-world scenarios for the course timetabling problems. More details are provided
by Rossi-Doria et al. (2003).

In this work, we use Socha, TTComp2003 and ITC2007 (Track2) datasets as
platforms to evaluate the performance of proposed SSV1 and SSV2 methods be-
cause these datasets have gained wide interests over the past few years. Hence,
this provides us with a rich comparison environment for a adequate and ratio-
nal justification of the SSV1 and SSV2 performance and behavior over the prob-
lem. Socha et al. (2002) proposed 12 instances, but the 12th one (a large instance)
has rarely been tackled in most past studies. This might be due to the extreme
hardness of this dataset, where high percentage of failures of all studied meth-
ods, in finding even a feasible solution has been shown (Rossi-Doria et al. 2003;
Socha et al. 2002, 2003). Therefore, the 12th instance (aka large02 or hard02) was
excluded from this study.

The benchmark problems are formulated as follows:

• A set of N courses needs to be scheduled into 5 working days a week of 9 timeslots
each day, where T = 45 timeslots;

• A set of R rooms is given, where each room has a number of F features that include
their capacities and other facilities;

• A number of M students will attend the course. Each student attends a number of
courses with a given size of each room involved.

http://iridia.ulb.ac.be/supp/IridiaSupp2002-001
http://iridia.ulb.ac.be/supp/IridiaSupp2002-001
http://www.idsia.ch/Files/ttcomp2002/
http://www.idsia.ch/Files/ttcomp2002/
http://www.cs.qub.ac.uk/itc2007/
http://www.cs.qub.ac.uk/itc2007/
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There are two types of constraints: hard and soft. In order to produce a good quality
timetable, all hard constraints must be satisfied, whilst the violation of the soft con-
straints should be minimized. Each violation of soft constraints will incur a penalty
cost, where lower penalty values indicate good quality solutions. The hard constraints
are:

H1: No student attends more than one course at the same time;
H2: The room is big enough for all the attending students and satisfies all the features

required by the course;
H3: Only one course is scheduled in each room at any timeslot;
H4: Events are only assigned to timeslots that are pre-defined as available for those

events (applicable only to ITC2007-Track2);
H5: Where specified, events are scheduled to occur in the correct order in the week

(applicable only to ITC2007-Track2).
H6: All courses must be scheduled to timeslots and rooms.

Then, a quality of timetable is measured by penalizing equally each violation of
the following soft constraint (i.e. penalty cost = 1 for each violation on each student
timetable). The soft constraints for the problem are:

S1: A student should not have a class in the last slot of the day;
S2: A student should not have more than two classes consecutively;
S3: A student should not have a single class on a day.

The objective function value of a timetable for each student is simply calculated
as summation of hard (incur very high penalty cost) and soft constraint violations (as
in Rossi-Doria et al. 2003). For more information on the problem formulation, please
refer to Jat and Yang (2010) and Al-Betar et al. (2010).

3 Related work

During the last decade, a large variety of metaheuristics approaches were developed
and applied to solve post-enrolment course timetabling problems. Recently, many
studies developed hybrid metaheuristics rather than just concentrating on a standalone
metaheuristic.

Some interesting implementations applied to the benchmark datasets (described in
Sect. 2) are described as follows:

1. Socha et al. (2002, 2003) and Rossi-Doria et al. (2003) applied two ant colony
optimization algorithms (max-min ant system, and ant colony system) to Socha’s
datasets (Metaheuristics Network 2001). Both algorithms performed very well in
solution construction and found to be consistent in maintaining feasibility across
many runs, which was achieved by the elitism strategy and the exploitation of
pheromone trails. However, both algorithms could not obtain high quality so-
lutions than the simulated annealing and iterated local search. In addition, the
pheromone representation is very difficult to be utilized in estimating the improve-
ment of a solution’s quality.
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2. Abdullah et al. (2007) and Abdullah and Turabieh (2008) presented two ge-
netic based algorithms. The first is a genetic algorithm with a randomized it-
erative improvement. Only the mutation operator was employed while ignoring
the crossover operator. Therefore, this may lead to an inefficient exploration of
search space. The second is a typical genetic algorithm with a steepest descent
local search to improve the quality of solutions; and a repair function to rectify
infeasibility after the employment of crossover and mutation operators. Both al-
gorithms obtained modest results compared to the best known ones.

3. Mayer et al. (2008) presented an ant system with a better utilization of pheromone
trails in the form of a roulette wheel mechanism to select a feasible and good qual-
ity neighbors. The average of the pheromone trail over some period is calculated
to determine whether to diversify or intensify the search at a certain point. How-
ever, their representation still not be adequate to gain a balance between diversity
and quality of the search. In addition, there was no clear improvement phase (local
search).

4. Turabieh and Abdullah (2009), Jat and Yang (2010), Yang and Jat (2011) devel-
oped hybrid algorithms that are based on genetic algorithms (memetic algorithms).
In order to prevent reconstructing the same solution, they incorporated a memory
into those algorithms, to store neighbors (or permutations) made to a solution in
the improvement stage. A memory consisting of neighbors is useful for the esti-
mation of solution improvement, but still not adequate to gain a balance between
diversity and quality of the search.

5. Turabieh et al. (2009, 2010) developed two hybrid population-based metaheuris-
tics: an electromagnetic-like mechanism with a great deluge algorithm (Turabieh
et al. 2009); and a fish swarm with great deluge and steepest descent algorithms
(Turabieh et al. 2010). In Turabieh et al. (2009) they utilized the concept of the
electromagnetism to calculate the estimated quality for the great deluge. Whilst
in Turabieh et al. (2009), they used a nelder-mead simplex algorithm to direct the
search for promising areas in the search space. Although the results were found to
be very good, both hybrid algorithms did not provide a clear strategy in maintain-
ing a balance between the diversity and quality of the search. The exploration of a
variety of neighborhood structures in both algorithms was also exhaustive.

6. The hybridization between simulated annealing and tabu search metaheuristics
with a systematic exploration of various neighborhood structures were also widely
investigated and successfully applied to the course timetabling problems. Such as
Kostuch (2005), Chiarandini et al. (2006, 2008), Cambazard et al. (2012), Lewis
(2010).

7. A variety of hybrid local search metaheuristics with a systematic exploration
of neighborhood structures were developed by Ceschia et al. (2011), Burke et
al. (2003), Di Gaspero and Schaerf (2006), Müller (2008), Atsuta et al. (2008),
Shaker and Abdullah (2010), Abdullah et al. (2010b).

The best known results for Socha’s datasets were obtained by simulated anneal-
ing algorithm (Ceschia et al. 2011); for the TTComp2003 datasets were obtained
by three-phase simulated annealing (the official winner) (Kostuch 2005); and for the
ITC2007 (Track2) datasets were obtained by hybridization of simulated annealing
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and tabu search (the official winner) (Cambazard et al. 2012). Generally, those ap-
proaches (hybrid local search) employed an intensive neighborhood search without a
solution combination method or an explicit memory.

Most of the approaches applied to the problem did not use an explicit memory
(which contains a diverse collection of elite solutions). They also lack a systematic
selection strategy or a solution combination strategy, where this might be the reason
behind their poor results. This may also present the lack of maintaining a balance
between diversity and quality of the search. So far, the Scatter Search metaheuristic
is the only standalone method that has an adaptive and explicit memory; a systematic
selection; an explicit solution combination. This structure may enable it to maintain
a balance between diversity and quality of the search. Therefore, the purpose of this
study is to investigate its capability of solving the course timetabling problems to sup-
port the hypothesis of “if the SS is able to maintain a balance between diversity and
quality of the search, then it may be consistent in producing good quality timetables”.

4 The Scatter Search

Scatter Search (SS) is a population-based metaheuristic proposed by Glover (1977).
The SS constructs solutions by combining elite solutions to exploit the problem-
specific knowledge (e.g. good components of an elite solution). Recently, SS became
one of the state-of-the-art methods for designing solution procedures for hard combi-
natorial optimization problems (Laguna 2009). Some investigation of the SS method
can be found in Glover et al. (2002), Laguna and Marti (2003), Glover (1997), Martí
et al. (2004), Resende et al. (2010).

There are two main differences between SS and other classical population-based
metaheuristics (such as GAs) (Glover et al. 2002; Marti et al. 2006):

i. The size and content of elite solutions (RefSet): SS has a relatively small or mod-
erate size (typical sizes between 10 and 40, according to Laguna and Marti 2003,
Laguna 2009) that stores good and diverse solutions. Whilst, in other population-
based approaches (such as GAs), the population size is typically larger (e.g.
≥100), which contains a randomly selected good quality solutions.

ii. The way the method combines the existing solutions to provide new ones: the
SS systematically combines good quality and diverse solutions (parents) for re-
production. Whilst in GAs (for example), a population of solutions are evolved
by using the mutation and crossover operators, which rely on randomization to
choose parents for reproduction.

The SS consists of five component processes as described by Glover et al. (2002),
Laguna and Marti (2003), Laguna (2009), Greistorfer and Voß (2005):

i. A Diversification Generation Method to generate a collection of diverse initial
solutions as an input.

ii. An Improvement Method to enhance the quality of a trial solution using any local
search to explore the neighbors of a solution.

iii. A Reference Set Update Method to build and maintain a reference set consisting
of elite solutions, organized to provide structured solution combinations. The size
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of the set is usually not more than 20 solutions. The Reference Set presents a huge
diversity of the search.

iv. A Subset Generation Method to select solutions from the reference set, to produce
a subset of its solutions as a basis for creating combined solutions. The most
common subset generation method is to generate all pairs of reference solutions,
namely Type-I selection (e.g. all subsets of size 2).

v. A Solution Combination Method to generate one or more solutions by combin-
ing good parts of a given subset of solutions produced by the Subset Generation
Method. The combination method is analogous to the crossover operator in ge-
netic algorithms but it must be capable of combining two or more solutions in the
aspect of combining two elite solutions.

A generic pseudo code of our proposed SS is illustrated in Fig. 1. The SS system-
atically generates combinations of the reference solutions to create new ones, each
of which is mapped into an associated feasible solution. An adaptive memory is ex-
ploited which attempts to avoid the search from re-investigating solutions that have
already been evaluated. This is achieved by preventing duplication of reference solu-
tions in the memory, which contains a diverse collection of elite solutions. This study
will utilize a dynamic update method in the proposed SSV1 and SSV2 rather than the
static update method applied in the original SS in order to converge effectively and
efficiently toward an elite solution.

According to Glover et al. (2002, 2004), Burke et al. (2010), the basic design
(shown in Fig. 1) can be expanded and improved in different ways. The SS method-
ology is very flexible, since each of its elements can be implemented in a variety of
ways and degrees of sophistication.

Recently, SS has been successfully applied to a variety of combinatorial optimiza-
tion problems, such as nurse rostering (Greistorfer and Voß 2005; Maenhout and
Vanhoucke 2006), vehicle routing (Campos et al. 2008), examination timetabling
(Mansour et al. 2009; Sabar and Ayob 2009) and flow shop scheduling (Engin et
al. 2009) problems. The strategies and mechanisms of the SS have been comprehen-
sively investigated, as well as the advances and applications have been reviewed in
many studies such as Glover et al. (2002, 2004), Maenhout and Vanhoucke (2006).
Further discussions on SS design and implementation can be found in Glover et al.
(2002), Laguna and Marti (2003), Laguna (2009), Martí et al. (2004), Resende et al.
(2010), Cotta (2004), Moscato and Cotta (2007).

5 The Scatter Search for course timetabling problems

In this study, the proposed SSV1 and SSV2 differ from the original SS algorithm
(proposed by Glover 1977) in terms of population initialization; reference set up-
date; subset generation method (possible combinations); solution combination; and
search re-initialization. The proposed SSV1 and SSV 2 contribution is the utilization
of methods and strategies in the SS for solving post-enrolment course timetabling
problem, where:

i. The proposed SSV1 and SSV2 employ the Diversification Generation method
twice (Steps 1 and 4 in Fig. 1) to maintain a high diversity of the search. First, is to
generate a population of solutions; and then to generate a whole new population
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Step 1: Start with P = 0.
Use Diversification Generation Method to construct a solution.

Step 2: Apply the Improvement Method. Let x be the resulting solution.
If x /∈ P then add x to P (i.e., P = P ∪ x), otherwise, discard x.

Repeat this step until |P | = PSize.
// employ Largest Degree ordering heuristic to construct a population of initial solutions
// employ a repair function to rectify infeasible solutions
// apply hill climbing to the whole population to enhance the quality of the initial solutions

Step 3: Use the Reference Set Update Method to build RefSet (divided into two sets) with the

“best quality” b1 = {x1, . . . , xb} solutions and; the “most diverse” b2 = {y1, . . . , yb}
solutions in P .
Order the solutions in RefSet b1 according to their objective function values such that
x1 is the best solution and xb is the worst.
Order the solutions in RefSet b2 according to their dissimilarity values (using
dmin(p, q)) such that y1 is the best solution and yb is the worst.
Make NewSolutions = TRUE.

while (NewSolutions and Stopping criterion is not met) do
Step 4: Generate NewSubsets with the Subset Generation Method.

// explore only one pair of elite solutions (best quality x1 and most diverse y1) from
b1 and b2
Make NewSolutions = FALSE.

while (NewSubsets �= ∅) do // this is repeated 5 times as a maximum tries to update the
RefSet

Step 5: Select the next subset s in NewSubsets.
//subset s is the selected pair of solutions to be combined
// if the first pair did not update the RefSet, then explore another pair from b1
and b2

Step 6: Apply the Solution Combination Method to s to obtain one or more new so-
lutions x.
// apply crossover to the pair of elite solutions from RefSet

Step 7: Apply the Improvement Method to the trial solutions.
// apply a local search to the resulted solution from the Solution Combination
Method

Step 8: Apply the Reference Set Update Method.

// replace the worst quality solution xb in b1 by the newly generated solu-
tion x,
// or replace the worst diverse solution yb in b2

if (RefSet has changed) then
Step 9: Make NewSolutions = TRUE. Delete s from NewSubset.

else Employ Diversification Generation Method to construct a new population of
solutions by performing some perturbations to the elite solutions in RefSet.
Apply the Improvement Method to the new population. // apply hill climbing

end if
Delete s from NewSubset.

end while
end while
Step 10: Return the best found Solution

Fig. 1 The pseudo code of the SS based on Marti et al. (2006)

from solutions in the RefSet when the Reference Set Update method fails to up-
date its contents within a predetermined number of trials (which is equal to 5 trial
in this case). Whilst, in the original SS, the method is employed only once to
generate a population of different solutions at the beginning of the search (only
Step 1 in Fig. 1). This indicates that the original SS is “very aggressive in trying
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to improve upon the quality of the solutions in the current reference set, to the
extent that it sacrifices search diversity” (Glover et al. 2004).

ii. The proposed SSV1 and SSV2 generate the whole population using a constructive
heuristic rather than generating it by random construction. In the proposed SSV1
and SSV2, a reference set was created (divided into two reference subsets) of
best quality solutions and most diverse solutions (with respect to the best quality
solutions in the first subset) from the population. Then, the Subset Generation
method will select a pair of quality and diverse solutions to be combined, which
represents the diversification of the search (Maenhout and Vanhoucke 2006).

iii. In the proposed SSV2, the Subset Generation method consists of generating only
one pair of solutions in RefSet, in which only the best quality solution and the
most diverse solution are subjected to the Solution Combination method. By gen-
erating one pair, it prevents wasting computational time in generating all possible
subset combinations. Whilst, in the original SS the Subset Generation method
consists of generating all pairs of solutions in RefSet that contain at least one new
solution.

iv. The proposed SSV2 updates the RefSet dynamically rather than statically to re-
duce computational time. In the Dynamic Update strategy, a new solution is im-
mediately admitted to the RefSet. The goal is to allow this new solution to be
applied in the Solution Combination method as quickly as possible (Glover et al.
2004). Whereas, in the Static Update strategy, the new solutions that become
members of RefSet are not combined until all pairs in Subset Generation method
are subjected to the Solution Combination method (Glover et al. 2004).

The proposed SSV1 and SSV2 start with the Diversification Generation method
(Step 1) by generating a population of 50 initial solutions (as in Maenhout and Van-
houcke 2006) by using the largest degree ordering heuristic (LD) with a repair func-
tion (as in Shaker and Abdullah 2010; Landa-Silva and Obit 2008).

All solutions in the population are then improved in the first Improvement method
(Step 2) using hill climbing (HC) local search until the search trapped in local optima
(unable to find improve solution). The procedure tries to reach feasibility of solutions,
by scheduling any unscheduled courses, performing free-clash moves, and hopefully
improving the overall quality of population.

In the Reference Set Update method (Step 3), an adaptive memory (with the size
of 20) is created (only in the first iteration) containing an initial reference set of
solutions called (RefSet). These reference solutions are elite solutions selected from
the population considering best quality and best diversity. This is to maintain diversity
of the search. Elite solutions are determined here in this study as follows (similar to
Mansour et al. 2009, where the size of the RefSet = 0.4 · |Pop_size| is divided into
two subsets):

i. select the 10 best quality solutions from the population and store them in a subset
b1;

ii. measure the diversity of the rest of the solutions in the population by measuring
their similarities to the best 10 solutions in the RefSet. This is done by counting
the number of courses that occupies the same resources (timeslots) in two or more
solutions;



J Comb Optim

iii. the 10 least similar solutions (from the population) to the best ones (in the RefSet)
are selected as the best diverse solutions and stored in b2 (as in Mansour et al.
2009). This means that those least similar ones have different solutions’ structures
derived from different regions of the search space. Similar update strategy was
employed by Maenhout and Vanhoucke (2006).

The Subset Generation method (Step 4 and Step 5) involves selecting two solu-
tions from the RefSet to be combined to generate new solutions. In this study, the
two solutions (one from b1 and one from b2) are selected to produce off-spring, in
which this process is considered as a deterministic selection similar to the “Combi-
nation method 10” in Martí et al. (2004), Burke et al. (2010), Campos et al. (2005).
This deterministic or systematic selection is also known as the “controlled selection
based on fitness/diversity value” as in Maenhout and Vanhoucke (2006). The com-
bination of solutions is tackled using Type-I method, that combines all 2-elements
subsets, meaning that combining all possible unrepeated two solutions. This solution
combination type may maintain a balance between intensification and diversification
of the search (Campos et al. 2005). Basically, the Subset Generation method is ca-
pable of covering different promising regions of the solution space, to avoid solution
duplication (Laguna and Marti 2003); see Laguna (2009) for more details.

The Solution Combination method (Step 6) is performed using the one-point
crossover operator to generate two new solutions at a time and selects the best. We im-
plement the one-point crossover operator in a way of selecting 80 % (crossover_rate)
of the first solution’s assignments and swap them with the second solution’s 80 % as-
signments. Hence, the proposed SSV1 and SSV2 might be able to maintain a small
degree of randomization as a tie breaker in order to maintain a balance between di-
versification and intensification of the search.

Then the Improvement method (Step 7) will employ iterated local search (ILS)
(from Rossi-Doria et al. 2003) and stops when reaching a number of non-improve-
ment iterations (30 iterations). The idea is to significantly improve the quality of the
combined solution (improve only one solution at a time) in order to obtain a better
quality solution by exploring some of the solution’s neighborhoods intensively and
to escape from the local minimum. By exploring the neighbors of a solution via the
ILS, the proposed SSV2 may prevent reconstructing the same solutions (Dowsland
and Thompson 2008). If the newly generated solution is infeasible, then a repair
function is applied to rectify the solution as in Shaker and Abdullah (2010). If the
repair function fails to rectify, then the solution combination is discarded. A neigh-
borhood structure is randomly selected and performed in the improvement method.
For example, the ILS selects four courses out of the total number of courses in the
timetable/solution (e.g. 100) and performs moves or swaps to those four courses (aka
mutation_rate value equals to 0.04). Three neighborhood structures are adopted from
Socha (2003). These are: move a randomly selected course to a random feasible room
and timeslot; swap timeslots and rooms of two randomly selected courses; and swap
all courses of two randomly selected timeslots and rooms.

In the proposed SSV2 (as recommended by Glover et al. 2004), the RefSet is dy-
namically updated by replacing the worst quality solution when a new solution has
better quality than the worst solution in b1; otherwise, replace the worst diverse solu-
tion in b2. When there is no more good quality solution generated, the Diversification
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Generation method is commenced again to generate a new population from solutions
in the RefSet by performing some shakings.

The same similarities measurement is used as in Marti et al. (2006), Glover et al.
(2004), Mansour et al. (2009), where the minimum distance (i.e. Manhattan distance)
or dissimilarity dmin(p, q) between each solution (p) in the population and the solu-
tions (q) currently in RefSet is calculated as follows:

dmin(p, q) =
n∑

i=1

|pi − qi | (1)

where, pi is the ith solution in the population pool after the Improvement method in
Step 2, whilst qi is the ith solution in the RefSet and precisely in the subset b1 (good
quality solutions). As in Glover et al. (2004), then the proposed SSV1 and SSV2 se-
lect the solution that maximizes dmin(p) = minq∈RefSet{d(p,q)}. This solution is then
added to RefSet (b2) and deleted from the population. This process is repeated b/2
times. The resulting reference set b has b/2 high quality solutions and b/2 diverse
solutions. The calculation of distance between solutions depends on the type of prob-
lem being solved (Marti et al. 2006). In the proposed SSV1 and SSV2, the differences
of course-timeslot assignments were counted as dissimilarity in both solutions (as in
Mansour et al. 2009). That is, the distance between two solutions is a measure for
diversity and is calculated as the number of different assignments between the two
solutions (Maenhout and Vanhoucke 2006).

More specifically, as in Laguna and Marti (2003), Glover et al. (2004), for each
generation (offspring solutions), the RefSet is updated as follows (Step 8):

i. if the newly generated solution is better than the worst solution in b1, then it
replaces the worst solution in b1;

ii. if not, and if it is more diverse from those in b2 w.r.t. to solutions in b1, then it
replaces the worst diverse in b2;

iii. otherwise, the new solution is discarded.

Furthermore, if the pools in b1 and b2 are not modified for a fixed number of iter-
ations (maximum number of non_RefSetupdate iterations) and the stopping criterion
is not met, then repeat the Diversification Generation method (Step 9) to generate
new solutions from the ones stored in the RefSet. Otherwise, the Subset Generation
method is repeated until the stopping condition is met (goto Step 4). The SS is re-
peated until the stopping condition is met, which is the maximum number of itera-
tions (Step 10).

6 Experimental results and discussions

In this work, the proposed SSV1 and SSV2 tested three versions of the SS on three
sets of benchmark post-enrolment course timetabling instances (see Sect. 2). The
proposed SSV1 and SSV2 run 25 times (for each version) on each instance of the
three datasets, using the same parameters settings as in Table 1. The experiments
were performed on Intel Pentium Core2 Duo 2.16 GHz processor, 2 GB RAM, and
implemented in Java NetBeans IDE v 6.9. The best suited parameters and settings
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Table 1 Parameters settings used by our SS versions

Parameter Description and value

Pop_size Population size = 50

max_iter Maximum number of iterations = 100,000

stag_iter Number of non-improvement iterations = 30

RefSet_size Size of RefSet = 20 (b1 = 10, b2 = 10)

Local Search Hill Climbing (for the original SS and SSV1);

Iterated Local Search (for SSV2)

Subset_generation Type-I selection, 2-elements subsets

Solution_combination One-point crossover

Similarity_measurement Least similar = best diverse

RefSet_update Dynamic, once a better solution is found

Crossover_rate Crossover rate = 0.8

Mutation_rate Mutation rate = 0.04

of the proposed SSV1 and SSV2 were determined experimentally, and according to
some studies from the literature, such as Glover et al. (2002), Laguna (2009), Marí et
al. (2004, 2006), Greistorfer and Voß (2005).

First, the original SS is applied exactly as presented in Glover et al. (2002, 2004)
Laguna (2009). The implementation of the original SS employs:

i. the Diversification Generation method only once;
ii. the HC in both Improvement methods;

iii. Type-I Subset Generation method by generating all possible subset combinations;
iv. a static Reference Set Update method;
v. discards all solutions in the reference set and generate totally new population

built from scratch using Diversification Generation method when the search fails
to update the contents of the reference set; and

vi. the reference set keeps only good quality solutions.

Then, some modifications to the SS algorithm are made, namely SSV1, and SSV2.
Both SSV1 and SSV2 have the same structure of the original SS (as in Glover et al.
2002, 2004) except for one component, which is the local search. The local search
employed in SSV1 is the HC routine, and in SSV2 is the ILS. Both SSV1 and SSV2
apply the Diversification Generation method twice.

Furthermore, SSV2 has two significant modifications, which are: the RefSet is up-
dated dynamically; and the Subset Generation method generates only one pair of best
quality and most diverse solutions to be combined. The results obtained by the three
versions are illustrated in Table 2.

The results (solutions’ quality) obtained by the original SS are clearly far worse
than the ones obtained by SSV1 and SSV2. The computational time spent in obtaining
those results was greater than the ones obtained by SSV1 and SSV2. For example,
for S1 instance SS took nearly 300 seconds, whilst SSV1 and SSV2 took less than
30 seconds to obtain the optimal solution (penalty = 0). Note that, massive quality
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Table 2 Computational statistics of the SS versions applied to Socha’s instances

Instance Original SS SSV1 SSV2

best best Std. median worst best Std. median worst

S1 0 0 .89 0 2 0 .58 1 2

S2 0 0 .55 0 1 0 .51 1 1

S3 0 0 1 1 2 0 1.0 1 3

S4 0 0 .45 0 1 0 .33 0 1

S5 0 0 .45 0 1 0 0 0 0

M1 377 82 6.78 88 98 70 7.12 86 93

M2 344 80 11.39 90 107 77 6.04 86 98

M3 398 124 19.39 156 174 115 6.39 126 140

M4 236 82 6.87 92 101 67 8.37 73 88

M5 172 71 10.04 80 98 64 9.31 82 94

L 909 663 66.73 770 821 555 55.1 677 745

Note: Std, median, best and worst are the standard deviation, median value, best and worst quality scores
of the 25 runs, respectively

differences (for M1 and L instances) between the original SS and both SSV1 and
SSV2. This might be due to (in the original SS):

i. the Diversification Generation method is implemented only once, where once
the RefSet is created, the successive population size will be always restricted to
the size of the RefSet. Therefore, the search will rapidly converge toward a local
minimum;

ii. all solutions in the RefSet are improved using the HC routine, which is known to
be too weak to escape a local minimum. Therefore, no significant improvement
of a solution’s quality can be achieved;

iii. all possible and unrepeated 2-elements subsets (pairs) are generated. Therefore,
the computational time is considerably exhaustive;

iv. the RefSet considers only keeping good quality solutions. Therefore, a small de-
gree of diversity is maintained;

v. the RefSet is updated based on improving the quality of the worst solution which
means a Static Update strategy;

vi. the search terminates when no new solutions are admitted to the RefSet. There-
fore, enforcing the search to get stagnate in early stages.

Both SSV2 and SSV1 significantly outperformed the original SS (with regards to
the quality of solution as reported in Table 2).

Results shown in Tables 2 indicate that SSV2 has better performance (produces
better quality of solution) and consistent (small standard deviation) than SSV1 in
obtaining good quality results in all runs (indicated by a small difference between
the best and median values). As in the original SS, SSV1 employed the HC routine
two times, after the Diversification Generation method and the Solution Combination
method to fulfill two purposes: (i) to enhance the quality of the initial population and
to rectify infeasible solutions; and (ii) to direct the search toward the local optima
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Table 3 The t -test of SSV1 against SSV2 applied to Socha’s instances

S1 S2 S3 S4 S5 M1 M2 M3 M4 M5 L

t-test 2.03 1.89 3.24 a a 3.93 2.64 3.82 2.45 1.9 4.98

p-value .053 .071 .004 – – .0006 .014 .0008 .021 .069 .00004

at cannot be computed because the standard deviation is 0

(as mentioned by Petrovic and Burke 2004). The HC in SSV1 is outperformed by the
perturbation phase and the acceptance criterion of the ILS in SSV2. Since the HC
is most likely to get trapped in local minima, the SS and SSV1 has less chance to
further diversify the search and then the solution combination process would have
less effect to generate new promising and good quality solution. Therefore, this study
overcomes this shortage by hybridizing the ILS into the SS (in SSV2), where ILS
perturbs the newly generated solution and/or escapes the local minima by accepting
poor quality solution.

Table 3 shows the t-test and p-values to demonstrate the significant improvement
of SSV2 over SSV1. The t-test is carried out with 24 degree of freedom at a .05 level
of significance. SSV2 shows its consistency in obtaining optimal results (penalty = 0)
for S4 and S5 across 25 runs (indicated by t-test values). Indicated by p-value, SSV2
shows a relatively high value of differences (in term of consistent results) compared
to SSV1 for most of the datasets (e.g. see S2 and M5). Apart from that, SSV1 and
SSV2 seemed to be performing similarly on the dataset L (.00004).

Table 4 shows the best results obtained by SSV2 compared to similar population-
based approaches and state-of-the-art metaheuristics. The results of this study are
competitive to all approaches in Table 4. SSV2 outperforms all GA-based approaches
in most of the datasets (see Table 4) and relatively consistent in producing optimal
solution (penalty = 0) for all small sized instances (S1–S5) (refer to the small dif-
ference between best and median, and small Std. in Table 2). The consistency of our
SS in obtaining feasible and good quality results for some datasets is excellent, espe-
cially for the S5 dataset (indicated by the standard deviation value, Std. = 0; and the
difference between median and best is 0).

Furthermore, in an attempt to support our hypothesis of the effectiveness, effi-
ciency and consistency of our implementation (SSV2), this study had carried out fur-
ther experiments by testing SSV2 on two other well-known datasets of post-enrolment
course timetabling problems (TTComp2003 and ITC2007-Track2). Tables 5 and 6
show the results obtained by SSV2 (under competitions’ stopping condition, i.e.
474 seconds for TTComp2003 and 494 seconds for ITC2007) compared to the best
known and approaches. This study had performed 25 runs for each instance for both
competitions. Only the best results (out of 25 runs) obtained by SSV2 are presented
in Tables 5 and 6.

Notice that, across all runs for each instance of both competitions’ datasets (Ta-
bles 5 and 6), SSV2 was able to obtain feasible solutions. SSV2 had obtained high
quality results compared to most of the presented approaches in Table 5 (either simi-
lar to or better than other approaches for most of the instances).
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Table 4 The SSV2 compared to similar approaches applied on the Socha’s test instances

Instance Population-based Local search

SSV2 MM
AS

GA
SD

EM
GD

HEA EGS
GA

TMA FSI HB
MO

RRM DSA SA

S1 0 1 2 0 0 0 0 0 0 0 0 0

S2 0 3 4 0 0 0 0 0 0 0 0 0

S3 0 1 2 0 0 0 0 0 0 0 0 0

S4 0 1 0 0 0 0 0 0 0 0 0 0

S5 0 0 4 0 0 0 0 0 0 0 0 0

M1 70 195 254 96 221 139 50 45 75 117 93 9

M2 77 184 285 96 147 92 70 40 88 108 98 15

M3 115 248 251 135 246 122 102 61 129 135 149 36

M4 67 164.5 321 79 165 98 32 35 74 75 103 12

M5 64 219.5 276 87 130 116 61 49 64 160 98 3

L 555 851.5 1027 683 529 615 653 407 523 589 680 208

Notes:
• MMAS: Max-Min Ant System (Socha et al. 2002), results shown are the average values
• GASD: Hybrid of Genetic Algorithm and Steepest Descent (Abdullah and Turabieh 2008)
• EMGD: Hybrid of Electromagnetic-like Mechanism with force decay rate Great Deluge (Turabieh
et al. 2009)
• HEA: Hybrid Evolutionary Algorithm—genetic operators and Randomized Iterative Improvement
(Abdullah et al. 2007)
• EGSGA: Extended Guided Search Genetic Algorithm (Yang and Jat 2011)
• TSMA: Incorporation of Tabu Search into Memetic Algorithm (Turabieh and Abdullah 2009)
• FSI: Fish Swarm Intelligence (Turabieh et al. 2010)
• HBMO: Honey Bee Mating Optimization (Sabar et al. 2011)
• RRM: Controlling multi algorithms (Simulated Annealing, Great deluge, Hill Climbing) using Round
Robin (Shaker and Abdullah 2010)
• DSA: Dual Simulated Annealing (Abdullah et al. 2010b)
• SA: Simulated Annealing approach (Ceschia et al. 2011)

In the 2nd competition ITC2007 (Track2), Table 6 shows that SSV2 had obtained
an optimality (penalty cost = 0) for one third of the instances (comp5, comp6, comp8,
comp13, comp14, comp15, comp17, comp18, and comp21) and comparable to the
best known results reported in the literature (e.g. comp24, cost = 3) in others in-
stances. SSV2 had also obtained a new best result for the comp12 (cost = 14) in-
stance. In addition, SSV2 outperformed some approaches for most instances shown
in Table 6 especially the population-based approaches in terms of quality of solution.

A good performance of SSV2 might be attributed to the search evolution behav-
ior (search experience update), where strategic update (deterministic rules) was per-
formed to preserve quality and diversity of the search. This behavior relies on the
use of an adaptive and explicit memory (RefSet), which is confined during the search
process to maintain a balance between the diversification and intensification. A struc-
tured (explicit) solution combination considers good quality and good diverse so-
lutions (from the RefSet) was employed to ensure that balance. This was achieved
by combining good parts (dissimilar parts/course-timeslot assignments within two
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Table 5 The SSV2 compared to similar approaches applied on the TTComp2003 instances

Instance Population-based Local search

SSV2 MMAS AS EMGD EGSGA 3-SAx GD LS HA SA

comp01 37 65 55 52 54 16 85 63 45 45

comp02 12 36 43 20 25 2 42 46 14 20

comp03 40 69 61 78 44 17 84 96 45 43

comp04 75 138 134 74 132 34 119 166 71 87

comp05 54 143 134 71 97 42 77 203 59 71

comp06 0 24 32 6 3 0 6 92 1 2

comp07 2 24 52 6 12 2 12 118 3 2

comp08 0 28 48 15 23 0 32 66 1 9

comp09 14 36 39 32 21 1 184 51 8 15

comp10 58 75 77 58 53 21 90 81 52 41

comp11 32 50 39 30 46 5 73 65 30 24

comp12 64 95 102 88 96 55 79 119 75 62

comp13 57 79 94 105 69 31 91 160 55 59

comp14 20 73 109 51 13 11 36 197 18 21

comp15 18 31 47 34 35 2 27 114 8 6

comp16 5 23 26 10 12 0 300 38 5 6

comp17 68 108 78 121 104 37 79 212 46 42

comp18 20 26 35 26 39 4 39 40 24 11

comp19 40 108 119 57 63 7 86 185 33 56

comp20 0 5 19 5 2 0 0 17 0 0

Notes:
• MMAS: Max-Min Ant System (Socha 2003)
• AS: Ant System (Mayer et al. 2008)
• EMGD: Hybrid of Electromagnetic-Like mechanism with force decay rate Great Deluge (Abdullah
et al. 2010a)
• EGSGA: Extended Guided Search Genetic Algorithm (Yang and Jat 2011)
• 3-SAx: Extended work of the official winner with some refinements and greater number of iterations
equals to 1 million (Kostuch 2005)
• GD: Great Deluge (Burke et al. 2003)
• LS: Local Search (Di Gaspero and Schaerf 2006)
• HA: Hybrid metaheuristic, a mixture of constructive heuristics (including local search and Tabu
Search), Variable Neighborhood Descent & Simulated Annealing (Chiarandini et al. 2006)
• SA: Simulated Annealing approach (Ceschia et al. 2011)

solutions) from both good quality and good diverse solutions in the form of one-point
crossover in order to reach a global optimum solution.

On the other hand, this study might not be able to outperform the best known
results due to the lack of efficiency of the intensification mechanism. Although our
SSV2 has two improvement methods (HC and ILS), SSV2 may have not performed
well in making a significant modification to a solution due to the way this study
explored the neighbors of the elite solution, which was carried out using random
exploration method. A systematic exploration of an elite solution’s neighbors could
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Table 6 The SSV2 compared to similar approaches applied on the ITC2007 (Track2) instances

Instance Local search Population-based

SSV2 CTI HA LSA HSAT TSSA SA AS HGATS

comp1 470 61 1482 1861 1166 571 59 15 523

comp2 920 547 1635 inf 1665 993 0 0 342

comp3 194 382 288 272 251 164 148 391 379

comp4 219 529 385 425 424 310 25 239 234

comp5 0 5 559 8 47 5 0 34 0

comp6 0 0 851 28 412 0 0 87 0

comp7 6 0 10 13 6 6 0 0 0

comp8 0 0 0 6 85 0 0 4 0

comp9 979 0 1947 inf 1819 1560 inf 0 1102

comp10 447 0 1741 inf 2091 2163 inf 0 515

comp11 233 548 240 263 288 178 142 547 246

comp12 14 869 475 804 474 146 267 32 241

comp13 0 0 675 285 298 0 1 166 0

comp14 0 0 864 110 127 1 0 0 0

comp15 0 379 0 5 108 0 0 0 0

comp16 1 inf 1 132 138 2 0 41 0

comp17 0 1 5 72 0 0 0 68 0

comp18 0 0 3 70 25 0 0 26 0

comp19 1531 inf 1868 inf 2146 1824 inf 22 121

comp20 534 1215 596 878 625 445 543 inf 304

comp21 0 0 602 40 308 0 inf 33 36

comp22 2359 0 1364 889 inf 29 5 0 1154

comp23 982 430 688 436 3101 238 inf 1275 963

comp24 3 720 822 372 841 21 0 30 274

Notes:
• AS: Ant System (Mayer et al. 2008)
• HGATS: Hybrid Genetic Algorithm with Tabu Search (Jat and Yang 2010)
• CTI: Combination of general purpose Constraint Satisfaction Solver, Tabu Search, & Iterated Local
Search (Atsuta et al. 2008)
• HA: Combination of constructive procedure to achieve feasibility & a Simulated Annealing (Chiaran-
dini et al. 2008)
• LSA: Local search algorithm taken from the Constraint Solver Library combined with Variable Neigh-
borhood Search algorithms (Müller 2008)
• TSSA: Combination of Tabu Search & Simulated Annealing in conjunction with various neighborhood
operators (Cambazard et al. 2012). The official winner
• HSAT: Hybrid approach which combines a constructive heuristic, two separate phases of Simulated
Annealing & Neighborhood operators, & it is time dependent (Lewis 2010)
• SA: Simulated Annealing approach (Ceschia et al. 2011)
• inf : no feasible solution was obtained, with distance to feasibility (DF > 0)
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be a better alternative, such as exploiting a roulette wheel selection mechanism to
select a neighborhood structure.

However, an efficient exploration was achieved by utilizing an elite collection of
good quality and diverse solution (RefSet) to prevent a premature convergence of the
search. Solutions from the RefSet were utilized to generate new promising solutions
(rather than from scratch) to restart the search with a new diversified population but
close in quality to the elite solutions. The RefSet provided useful information about
the location and structure of the global solution presented by the (dis)similarity mea-
surement between solutions in the population and the elite ones.

Effective solution exploitation was achieved by the Solution Combination method
(a systematic selection of solutions and a structure recombination) and the ILS routine
(a significant quality improvement). Where, they performed further exploration of an
elite solution’s neighbors to significantly enhance the quality of the solution. Besides,
the dynamic update of the RefSet provided a fast exchange of useful information
(about the elite solution in hand) between generations, such as, whether to keep or
discard a number of solutions in each generation to maintain a good quality while
diversifying the search.

In addition, a reasonable (that is neither too strong, nor too weak) degree of the
search diversity was maintained by considering the measurement of dissimilarity
course-timeslot assignments occurred in the solutions compared to the elite solu-
tion. In which, from this study point of view, if the course-room assignments were
also considered in the dissimilarity measurements, it might be very restrictive and
hence, a few number of diverse solutions will have the possibility to update the Ref-
Set. The reason behind the selection of the course-timeslot pair regardless the room,
was due to the timeslot permutations which had a larger impact on the quality of the
timetable significantly more than the room (Petrovic and Burke 2004) (actually, in
these datasets, no soft constraint was associated with room assignment, i.e. it did not
affect the quality of solution but the course must be assigned to a room).

By contrast, SSV2 had failed to produce a good quality results (for the comp22, in
Table 6) compared to others. This is due to the diversity control which was not quite
efficient enough to take such a hard scenario hence the dataset was considered as the
hardest among others. The observations of SSV2 behavior over this dataset indicated
that their convergence toward good quality solutions was somewhat concentrated on
the same regions that contain probably similar solutions’ structures regardless their
fitness cost. This might be caused by the sequential constructive algorithm (e.g. LD)
that this study had used in the SS, where feasibility were granted easily but the fitness
cost value of all initial solutions for this dataset were relatively small. This means that
the search will proceed with a small cost value that is nearly close to its neighbors cost
values. Most likely, the structures of these neighbors were extremely similar to many
initial solutions produced earlier in the population. This might decreased the strength
of diversity control process. Therefore, there were not many chances left for the local
search routine to significantly enhance the quality of elite solutions. This issue left
an unanswered question of “how to find the right degree of search diversification”.
Hence, the question is subjected to the future work. It can also be assumed that the
employed neighborhood structures (or the way they are explored) in SSV2 may be
inappropriate or insufficient for this particular instance.
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7 Conclusions

This study had investigated the importance of employing the following strategies in
Scatter Search (SS): exploring a smaller number of explicit combinations, a dynamic
update of the memory, and search re-initialization strategy via perturbing solutions
in the memory. Those strategies provided a deterministic search by maintaining a
balance between diversity and quality of the population. Where, a small number of
combinations and a dynamic update reduce the computational time. In addition, the
RefSet considers quality and diverse solutions in which to guide the search effectively
toward better quality solutions while escaping the local optima. Finally, by utilizing
the elite solutions in the memory, the search was re-initialized within promised re-
gions of the search space once the RefSet was unable to be updated.

This study had made some modifications to the SS algorithm, namely SSV1, and
SSV2. Both modified versions have the same structure of the original SS except for
the local search employed in SSV1 is the HC (hill climbing) routine, and ILS (iterated
local search) in SSV2. Both, SSV1 and SSV2 applied the Diversification Generation
method twice to trigger the search again once it stagnates. Both, SSV1 and SSV2
update the RefSet dynamically to speed up the search. SSV2 has a major difference
from SSV1 and the original SS, which is the number of pairs obtained from the Sub-
set Generation method. Where, SSV2 selects only one pair of elite solutions to be
combined in the Combination method (a good quality solution and a high diverse so-
lution). This is to speed up the search while concentrating on good quality solutions
(searching around the neighbors of a local optimum solution).

The SSV2 is able to produce good quality solutions and in some cases has ob-
tained high quality ones (which are competitive or even better than others reported
in the literature). This was due to maintaining a balance between diversification and
intensification of the search (by injecting ILS in SSV2 to intensify the search). SSV2
maintains the search diversity by employing the diversification generation method
twice, first to construct a population from scratch, and then reinitializes the popula-
tion by performing simple shakings to the solutions in the RefSet. Hence, SSV2 keeps
good quality and diverse solutions in hand, where the worst solution is replaced once
a better quality or better diversity solution is found.

However, the SS is still not good enough in determining the right degree of the
search diversity especially in larger size problem. In future, this study will investigate
some alternative selection and/or recombination mechanisms of elite solutions and/or
neighborhood exploration mechanisms. This is needed so as to further understand
how to achieve an efficient convergence toward better quality solutions, as well as
better performance and consistency. In order to fulfill the purpose of generalization
of a metaheuristic across a variety of applications, it might be interesting to apply this
proposed SSV2 metaheuristic to other combinatorial optimization problems.
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