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Abstract ─ This paper introduces a study on verifying 

received power at WLAN frequencies in indoor 

environments, Wireless InSite is a popular electromagnetic 

ray-tracing software which is widely used for predicting 

channel behaviour in indoor and outdoor environments. 

The study compares software-generated data with 

measurements collected through 3rd floor Chesham 

Building, University of Bradford, at WLAN frequencies, 

the paper also investigates the effect of changing settings 

on results accuracy and computational time, and finally, 

the paper presents a comparison between simulation 

results with empirical models.  

Index Terms ─ FDTD, indoor propagation, ray lanching 

techniques, ray tracing, received signal strength, WLAN. 

I. INTRODUCTION
With the recent revolution in computer and IT 

technology, possessing a computer with great speed 

and memory becomes feasible, electromagnetic (EM) 

modelling software is used extensively nowadays to 

predict the channel behaviour within indoor and outdoor 

environments, Wireless InSite (WI) is an example of 

these software which is a commercial ray-tracing tool 

that can predict the effects of terrain, buildings and 

furniture on of EM waves propagation [1]. The software 

models the physical structure of the environment, 

executes the EM calculations and then calculates the 

requested signal propagation outputs. The environment 

can be constructed using the editing tools embedded 

within the software or by importing formats like DXF, 

shapefile, DTED, and USGS [1]. 

The WI is widely used for simulation the indoor 

environments [2], [3], [4] outdoor environments [5]. It 

uses the Shooting and Bouncing Ray (SBR) method [6], 

where rays are interacting with the environment through 

reflection, transmission, scattering and diffraction. WI 

can be used over a wide range of frequencies from 50 

MHz to 100 GHz, the software allows the user to select 

the desired output including the angle of arrival (AOA), 

the direction of arrival (DOA), delay spread, impulse 

response, received signal strength (RSS) and propagation 

paths. At the receiver, rays can be combined with and 

without phases as will explained in the text [7].  

The 3D indoor environment comprises walls and 

floors, windows and doors, corridors, stairwells and lift-

shafts, as well as fixtures and furniture which can be 

regarded (using radar parlance) as clutter [7]. 

This highly complex channel structure is captured 

by ray-tracing software. However, there are practical 

limits on the accuracy with which the detail of building 

structures or clutter can be characterised or the extent to 
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which the material electrical properties can be accurately 

described [2]. There are also compromises made in the 

number of ray paths that can be found by the software 

within the constraints of a reasonable run-time and 

memory requirement [1].  

The software was validated over the UHF band by 

authors in [8] and over the VHF band [9] and [10]. The 

aim of this study is to validate the software over the 

WLAN frequency range. Section II provides a summary 

on ray tracing techniques and comparisons with the 

FDTD method, Section III presents the methodology 

and experimental and simulation setup, Section IV 

investigates collected results were comparisons are 

conducted and observations are recorded. Finally, the 

conclusion is drawn in Section V. 

II. RAY TRACING TECHNIQUES
Deterministic models which utilizes Finite Difference 

Time Domain method (FDTD) [11] and Ray tracing 

techniques [12] are widely used. Since the FDTD is a 

time-domain technique, it is known for its simplicity; 

however, it is computationally intensive [11]. On the 

other hand, ray tracing is a frequency-domain technique 

which requires less computational power. In a comparison 

between the two approaches, the total number of 

numerical operations for a 2D FDTD is [13]:  

𝐹𝐹𝐷𝑇𝐷 = √ε𝑟 ∙ 𝑁𝐹𝐷𝑇𝐷 ∙ (𝑁𝐹𝐷𝑇𝐷 + 2𝑁𝑃𝑀𝐿)
2, (1) 

where 𝑁𝐹𝐷𝑇𝐷 is the number of FDTD grids and 𝑁𝑃𝑀𝐿 is

the thickness in grid elements of the absorbing boundary 

of the perfectly matched layer (PML).  

On the other hand, Ray tracing Launching numerical 

operations is given by [13]: 

𝐹𝑅𝐿 = 𝑁𝑅𝐿
2 ∙ 𝑖(𝑖 + 1), (2)

where 𝑁𝑅𝐿is the number of discretization steps, and 𝑖 is
the number of iterations. As seen, the complexity orders 

for the 2D FDTD and Ray launching methods are around 

~𝑁𝐹𝐷𝑇𝐷
3  and ~𝑁𝑅𝐿

2  respectively. In literature, many hybrid

ray-tracing and FDTD techniques are proposed to get the 

best of the two worlds [14] [15]. 

In [16], a simulated RSS using Wireless InSite, 

FDTD, and the event-driven transmission line matrix 

models were compared to measurements at an indoor 

room environment, the operating frequency was set to 

2.4 GHz. Although the simulation models were accurate, 

the execution time of the FDTD was 174 times larger 

than Wireless Insite software.   

The ray-tracing tools are considered to be accurate 

provided that the signal wavelength is smaller than the 

size of the obstacle within the environment; waves can 

be considered as rays and hence, ray theory is applicable 

[17].  

There are two general approaches for generating 

the rays: Ray launching and multiple images [18]. In ray 

launching, rays are launched through many angles, 

where those who are above a certain threshold are being 

considered. Multiple images are performed by considering 

the only paths between the transmitter and receiver, 

those paths are established by considering multiple 

images of the transmitter to the receiver then a line is 

drawn to connect these images [18]. As it considers 

multiple reflections, multiple images approach suffers 

from the exponential increase of the computational time, 

on the other hand, the ray launching technique is usually 

preferred as it deals with diffracted and scattered rays 

along with the reflected rays, however, it has the 

disadvantage of constant angle increment, which means 

that some of the surfaces may not be hit [17]. To 

compensate for that, a reception sphere can be used to 

capture the rays in the vicinity adequately. While ray 

launching is preferable for area prediction, multiple 

image approach is suitable for point to point prediction 

[17]. Ray-tracing techniques can also be accelerated by 

using space divisions and simplifications into 2D and 

2.5D map techniques [19].  

The combination of the uniform theory of diffraction 

(UTD) and the SBR provides an accurate 3D analysis 

of indoor propagation [20]. The advantages of fast 

computation speed of SBR and ray accuracy detection 

from multiple images method can be combined to produce 

a hybrid method which enhances signal predictions. The 

method starts with the SBR to determine the ray paths 

and multiple images are then applied to adjust the ray 

trajectory [19]. 

Removing small fading effect is desired, this issue 

was the subject of many research papers [21], Wireless 

InSite provides the ability to remove the effect of small 

scale fading by considering the power level of all 

incoming rays, and through considering the effect of 

phases associated with multipath components, the 

approaches are termed as Power Sum and Vector Sum 

respectively. Power Sum (PS) prediction considers only 

the power level of the multipath rays, where the average 

value is given by [22]: 

〈𝑃𝑃𝑆〉 =∑𝑃𝑀
𝑀

, (3) 

where 〈PPS〉, M and PM are the averaged power using the 

PS method, number of incoming multipath and power 

of each individual ray respectively. The average value 

given by the vector sum (VS) prediction approach is 

given by [22]: 

〈𝑃𝑉𝑆〉 = |∑√𝑃𝑀
𝑀

𝑒−𝑗𝜑𝑀|

2

, (4) 

where 〈PVS〉 is the averaged power using the VS method 

and φM  is the Mth ray phase in radians. Throughout these 

simulations, we selected the PS method from WI settings 

in order to remove the effect of fast fading. The use 

of empirical models is limited to scenarios where the 

antenna heights are the same, and over the same range of 

frequencies, and environments that are similar to those 

where measurements were conducted [23]. Empirical 

models also require to perform some measurements in 
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order to generate the empirical parameters [24]. Reflection 

and diffraction phenomena are not usually considered by 

empirical models, while they are considered through  

ray-tracing software; although they will require a fast 

machine with large memory. On the other hand, ray 

tracing software accuracy depends on how accurate is  

the environment modelling [2], and on whether the 

constitutive parameters (permittivity and conductivity) 

in the simulation are close to the actual values.   

Another indoor propagation modelling approach is 

the Dominant path model (DPM). DPM is similar to the 

Motley and Keenan empirical model, however, only 

dominant rays are considered rather than the direct ray 

[25]. Dominant paths are assumed to have the main  

rays which contribute most of the energy, henceforth 

adopting the DPM will reduce the requirement of having 

a fine detailed simulated environment; since it considers 

less number of paths, the computational time is less 

compared to other approaches [25].  
 

III. METHODOLOGY AND 

EXPERIMENTAL SETUP 
The Wireless InSite software allows the user to 

model the environment as shown in Fig. 1, it also allows 

to set the value of many parameters including the type  

of antenna, transmitted power, operating frequency, 

signal bandwidth, electrical constitutive parameters, the 

maximum number of reflections, transmissions and 

diffractions, propagation model, ray-tracing method, sum 

complex electric fields and the number of propagation 

paths …etc. The more considered paths the more 

accurate the results, however, more processing time is 

required. We found that having more than 10 paths will 

not improve the accuracy of the results; therefore, the 

maximum number of paths was set to 10. Table 1 shows 

the settings used in our experiment.  
 

 
 

Fig. 1. The simulated environment for the 3rd floor in 

Chesham building, University of Bradford. 

Table 1: Wireless InSite settings  

Property Setting 

Transmitter antenna MIMO omnidirectional 

Receiver antenna Omnidirectional 

Transmitted power 23 dBm 

Antenna gain 
3.5 (2.4 GHz) 

4.5 (5 GHz) 

Sum complex electric 

fields 
None 

Number of reflections 4 

Number of transmissions 4 

Number of diffractions 0 

Number of paths 10 

Ray Spacing (0) 0.2 

Plane-wave ray spacing 0.5 m 

Propagation model Full 3D 

Ray tracing method SBR 

Ray tracing acceleration Octree 

 

Table 2 introduces the values used for permittivity 

εr and conductivity σ according to the ITU regulations 

[26], as shown in the table, εr does not change considerably 

with frequency in opposite to σ. 

 

Table 2: Material properties with frequency 

Material 2.4 GHz 5 GHz 

Concrete 
𝜀𝑟 5.31 5.31 

𝜎 0.0662 0.1258 

Glass 
𝜀𝑟 6.27 6.27 

𝜎 0.0122 0.0314 

Wood 
𝜀𝑟 1.99 1.99 

𝜎 0.0120 0.0281 

Drywall 
𝜀𝑟 2.94 2.94 

𝜎 0.0216 0.0378 

 

The study was conducted over 2.4 GHz and 5 GHz 

where different routes were examined. For both 

simulation and measurements, similar antenna types, 

gain, transmitted power and radiation pattern were used. 

Also, Access Point (AP) coordinates in the environments 

for both simulations and measurements were identical. 

As shown in Fig. 2, for each AP, measurements were 

collected over two routes, at 1-meter height and 0.5 m 

spacing between every two concessive measurements. 

The routes were chosen to be representative of the indoor 

environment, as it passes through concrete and drywalls. 

AP1 height is 2.2 m while for AP2 and AP3 heights are 

2.75 m. A WLAN scanner software called inSSIDer® 

was used to collect the measurements using a laptop  

with a calibrated 802.11a/b/g/ac card adapter, these 

measurements are averaged to remove the effect of fast 

fading, PS method requires antenna arrays to detect 

angle of arrival and record time of arrival of multipath, 

these are essential to be able to remove the effect of 

multipath phase, however, it is difficult to meet these 
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conditions with normal handsets, therefore, as seen in 

literature, measurements are averaged to smoothen the 

fast fading effect and make the measurements more 

representative. The RSS reading is updated every one 

second. In this paper, varying WI settings for indoor 

environment was investigated to find the settings that 

have best fit with least elapsed time, these settings include 

number of reflections, transmission and diffractions,  

ray-tracing method and propagation model. Also, WI 

simulations were validated against measurements at 

WLAN frequencies. Moreover, the ray tracer simulations 

were compared to two empirical prediction models,  

and finally, the effect of changing permittivity and 

conductivity of concrete on WI performance was 

examined. 
 

IV. RESULTS AND DISCUSSIONS 
Since WI allows the user to set many parameters, in 

our validation process, the first step was to find the best 

set of parameters that optimise results’ accuracy and 

computational time, the processing machine is a 64-bit 

operating system Lenovo laptop with a Core i5-5200U 

2.2 GHz processor and 12 GB RAM.    

Table 3 presents an example of how power 

predictions change for route 2-2 (47 receiver points, 

shown in Fig. 2) by changing the WI settings. As seen  

in the table, the investigated parameters include 

propagation model, ray-tracing method, and the number 

of reflections, transmissions and diffraction. The full 3D 

model is the most powerful propagation model in the 

software as it allows the user to set many reflections, 

transmissions and diffractions. It can be used for  

both indoor and outdoor applications. The X3D is an 

accelerated version of the full 3D, it considers only 

reflections and diffractions; therefore, it requires less  

computational time but at the expense of accuracy as 

seen in the table. Regarding the X3D, it was noted that 

adding more reflections or diffractions will not change 

the RSS.  

The full 3D model allows the user to choose among 

two ray-tracing methods namely, SBR and Eigenray. 

The SBR is a high-frequency asymptotic approach  

which is renowned for considering rays scattering from 

multiple reflections [27], there are three main stages in 

the procedure of the SBR method: the ray-tracing step, 

the field tracking step and the physical optics step [27]. 

The Eigenray is a ray-tracing approach which 

involves paths between transmitter and receiver that 

satisfy Fermat’s principle with least time without 

refraction through transmission, this method is suitable 

for applications require a large number of transmissions 

[1]. 

In comparison with SBR, Eigenray is significantly 

faster, but with less accuracy, therefore, we adopted the 

SBR method in our analysis.  

As seen in Table 3, adding one diffraction will 

increase the computational time significantly, however, 

only 0.02 dB enhancement is obtained, therefore, to 

reduce computational time, diffraction can be neglected. 

Using 2 reflections, 8 transmissions and 0 diffractions 

required around 11 minutes, by adding more reflection, 

the computational time increases significantly with 

slight enhancement (0.1 dB). While considering more 

reflections and fewer transmissions, more accurate 

results are obtained, it was noted that adding more 

reflection or diffraction will not guarantee better results. 

This was proven for other routes in the experiment. It is 

worth remembering that elapsed time depends mainly on 

the type of machine used, our presented times based on 

the machine specifications explained earlier.     

 

 
 

Fig. 2. Experimental routes in 3rd floor, Chesham building at the University of Bradford. 
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In Fig. 3, a comparison is presented between 

simulation and measurements results for route 1-1 

(shown in Fig. 2) at 2.4 GHz. As seen in the figure, a 

good agreement between simulation and measurements is 

observed, as the root mean square error (RMSE) is 3.7 

dB. For each route, the RMSE is calculated as seen by 

Equation 5, where L is the number of receiver points in 

each route: 

𝑅𝑀𝑆𝐸 = √∑
(𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑𝑖 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖)

2

𝐿

𝐿

𝑖=1

. (5) 

Figure 4 presents a comparison between simulation 

and measurements results for route 3-2 (shown in Fig. 2) 

at 5.3 GHz. A good agreement between simulation and 

measurements is observed, as the Standard deviation 

(STD) is 3.64 dB.  

Fig. 3. Wireless InSite validation against measurements at 

route 1-1 at 2.4 GHz. 

Fig. 4. Wireless InSite validation with measurements at 

route 3-2 at 5 GHz. 

Table 4 shows the RMSE between the WI 

simulation and measurements, the overall performance 

is almost the same at both frequencies as its average 

RMSE at 2.4 GHz and 5 GHz are 4.97 dB and 5.09 dB 

respectively. The simulation results were also compared 

to MKM and DPM models, for these models, samples 

were taken from measurements, then the empirical 

models are generated, after that, the generated models 

were compared to the measurements by finding the 

RMSE. Table 4 shows a performance comparison 

between the WI simulation, MKM and DPM models. 

Although MKM and DPM use samples from the 

measurements; however, WI tend to have the best 

performance over the examined frequencies as seen in 

the table, MKM has the second-best performance, 

however, MKM and DPM performances enhanced with 

increasing the frequency, this is maybe due to the 

increased effect of wall penetration losses on the RSS.   

Table 3: Investigated Wireless InSite parameters 

No. of 

Reflections 

No. of 

Transmissions 

No. of 

Diffractions 

Propagation 

Model 

Ray 

Tracing 

RMSE 

(dB) 

Elapsed Time 

hr: min: sec 

2 8 0 Full 3D SBR 5.66 00:10:56 

2 8 1 Full 3D SBR 5.56 01:35:52 

3 8 0 Full 3D SBR 5.15 02:30:43 

4 4 0 Full 3D SBR 4.97 00:27:29 

4 4 1 Full 3D SBR 4.95 02:07:55 

5 3 0 Full 3D SBR 4.95 00:29:46 

2 8 0 Full 3D Eigenray 5.88 00:00:19 

2 8 1 Full 3D Eigenray 5.75 00:50:29 

3 8 0 Full 3D Eigenray 5.71 00:29:28 

2 0 0 X3D - 13.27 00:00:08 
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Table 4: RSME comparison between empirical models 

and Simulations at 2.4 and 5 GHz in dB 

Route 
2.4 GHz 

WI MKM DPM 

1-1 3.7 7.69 12.24 

1-2 5.66 3.71 4.32 

2-1 6.19 11.46 7.48 

2-2 3.36 9.76 14.31 

3-1 6.85 6.62 6.00 

3-2 4.10 4.69 4.88 

Average 4.97 7.32 8.21 

Route 
5 GHz 

WI MKM DPM 

1-1 4.5 3.57 5.69 

1-2 5.46 5.66 5.54 

2-1 6.96 3.08 3.97 

2-2 6.06 9.10 9.67 

3-1 3.94 5.77 6.29 

3-2 3.64 6.00 14.19 

Average 5.09 5.53 7.56 

 

Although WI outperforms other empirical models, 

the averaged RMSE is rather quite large, this can be 

regarded due to many factors including measurement 

errors and input settings used for WI. Measurement 

errors occurred due to people movements, calibration 

errors and instruments errors, in our experiment we 

performed averaging over local mean for measurements 

to reduce the effect of fast fading and the measurements 

error. Since concrete is the main material used in  

the building; the effect of changing permittivity and 

conductivity of concrete was examined to observe WI 

sensitivity to changing these values. Therefore, we used 

different values for relative permittivity and conductivity 

of concrete from literature as shown in Table 5.   

    

Table 5: Constitutive electrical parameters of concrete at 

2.4 and 5 GHz 

Freq. 𝜺𝒓 𝝈 Reference 

2.4 GHz 

8 0.01 [28] 

4.94 0.092 [29] 

2.82 0.1307 [30]-a 

7.43 0.1857 [31]-a 

9.34 0.1867 [31]-b 

3 0.0777 [31]-c 

6.75 0.2213 [30]-b 

5 GHz 

3.34 0.2361 [30]-c 

4.28 0.2000 [30]-d 

7.36 0.7861 [30]-e 

3.87 0.3667 [30]-f 

5.5 0.0501 [32]-a 

4.6 0.0668 [32]-b 

5.1 0.3389 [33] 

 

Figure 5 shows the averaged RSME of WI 

measurements using different values of conductivity and 

permittivity of concrete based on values presented in 

Table 5. As seen in the figure, using the ITU values have 

the best performance, as it has universal use compared to 

other values, also, using different values of permittivity 

and conductivity affects the WI performance which 

highlights the importance of choosing the correct values 

of these parameters from literature.  

 

 
 

Fig. 5. RSME between measurements and WI using 

different values of conductivity and permittivity.  

 
V. CONCLUSIONS 

A simulated power prediction validation for 

Wireless InSite software with measurements at WLAN 

frequencies is presented, the comparison considers the 

effect of tunning the software parameters on the accuracy 

of the results. It was found that using SBR with full  

3D gives the best performance, also, it was observed  

that in the indoor environment the diffraction does  

not contribute significantly compared to reflections and 

transmissions. Using more reflection guarantee better 

results. 
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