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Abstract 

The Use of genetic algorithms in the Information retrieval (IR) 
area, especially in optimizing a user query in Arabic data 
collections is presented in this paper. Very little research has 
been carried out on Arabic text collections. Boolean model have 
been used in this research. To optimize the query using GA we 
used different fitness functions, different mutation strategies to 
find which is the best strategy and fitness function that can be 
used with Boolean model when the data collection is the Arabic 
language. Our results show that the best GA strategy for the 
Boolean model is the GA (M2, Precision) method. 
Keywords: information retrieval, Boolean model, query 
optimization, genetic algorithms. 

1. Introduction 

The resource discovery problem is concerned with how to 
find information interest among the vast and growing 
amount of information available, this resource discovery 
problem is one of the most pressing issues with the 
explosive growth of the Internet [7]. Information retrieval 
(IR) can be defined broadly as the study of how to 
determine and retrieve from a corpus of stored information 
the portions which are responsive to particular information 
needs [1]. The major information retrieval models includes: 
the vector space model, Boolean model, Fuzzy sets model 
and the probabilistic retrieval model. These models are 
used to find the similarity between the query and the 
documents in order to retrieve the documents that reflect 
the query. The similarity then used to evaluate the 
effectiveness of IR system using two measures: Precision 
which is a ratio that compares the number of relevant 
documents found to the total number of returned 
documents [8], and Recall which is the system's ability to 
retrieve all related documents of a query [2].  
 
The problem with the IR models is that it may converge to 
a result that is only locally optimal, which means it may 
lead to form a query that is better than the original form 

but significantly poorer than another undetected form, so 
Genetic Algorithm (GA) can be used to solve this problem.  
A (GA) is an adaptive heuristic search algorithm premised 
on the evolutionary ideas of natural selection and genetics 
[3]. The Genetic algorithm (GA) approach has gained 
importance and popularity, as evident in the number of 
studies that have used it to improve different optimization 
procedures to be able to find a global solution in many 
problems.  
 
In this paper, we will work on Boolean IR model to 
optimize the user query using different genetic algorithms 
settings (different mutation techniques, different fitness 
functions). As a test bed; we are going to use an Arabic 
data collection which was presented for the first time by 
[24]; this data set is composed from 242 documents and 59 
queries, the correct answer for each query (relevant 
documents) is also known in advanced.  
 
Arabic is the official language of over than twenty one 
Arab countries, and it is the religious language of more 
than one billion Muslims around the world. The Arabic 
language is unique and difficult language; the difficulty 
comes from several sources; amongst them: it differs 
syntactically, morphologically, and semantically from 
other Indo-European languages [13]. Compared to English, 
Arabic language is more sparsed, which means that for the 
same text length English words are repeated more often 
than Arabic words [14, 15]. Sparseness may negatively 
affect the retrieval quality in Arabic language because 
Arabic terms will get less weight compared to English. In 
written Arabic, most letters take many forms of writing. 
Also, there is a punctuation associated with some letters 
that may change the meaning of two identical words. 
Finally; comparing to English roots, Arabic roots are more 
complex. The same Arabic root, depending on the context, 
may be derived from multiple Arabic words. 
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Finally, we can say that the uniqueness and the special 
properties for the Arabic language, its differences from the 
English and the other languages, and the lack of similar 
studies in the literature was our motivator to conduct a 
deep and rich comparative study that apply different 
Genetic algorithm (GA) strategies using different mutation 
techniques and different fitness functions on the output of 
traditional IR system based on Boolean model in order to 
improve the user query. 

2. Previous Studies 

Query optimization is an active research area in IR, many 
studies have been conducted in this area based on English 
data collections [4,8,9,10,11,12,16,17,18,19,20,21,22,23]. 
Vaclav S, Dusan H [4] deals with Genetic algorithms to 
optimize the Boolean query in information retrieval system 
based on English data collection, in this study the authors 
used three different mutation criteria, they found that GA 
improves the performance compared to traditional 
approach, and the improvement is different from mutation 
criteria to another.  Masaharu et al. [8] employed a few 
number of query terms and concept categories with 
Boolean expressions; they use only the words that exist in 
the original query for reformulating the Boolean query. 
Morgan and Kilgour employ GAs to choose search terms 
from a thesaurus and dictionary [12]. Unlike [8, 12]; in our 
study we used terms not only from the original query; but 
also from the retrieved documents.  The authors in [9, 10, 
11] examine GAs for information retrieval and they 
suggested new crossover and mutation operators, all of 
them used English data collections.  
 
Other contributions towards evolutionary optimization of 
search queries were introduced by Kraft et al. [18]; they 
used genetic programming to optimize Boolean search 
queries only, and based on English data collection. Cordn 
et al. [19] introduced MOGA-P, an algorithm to deal with 
search query optimization as a multi-objective 
optimization problem and compared their approach with 
several other methods including Kraft's. Yoshioka and 
Haraguchi [20] introduced query reformulation interface to 
transform Boolean search queries into more efficient 
search expressions. Finally the researchers in [23] 
investigate evolutionary algorithms as a tool for 
the optimization of user queries and seek for its good 
settings.  
 
Using GA to improve the performance of Arabic 
information system is rare in the literature. In [17] the 
researchers used Genetic Algorithms to improve 
performance of Arabic information retrieval system, which 
based on vector space model.  

3. Boolean model 

Retrieval systems based on Boolean logic have long served 
as the cornerstone of the commercial document retrieval 
system market and remain very important because of the 
relative simplicity of the query language and the ease with 
which it can be understood and implemented [5]. The most 
common use for a Boolean expression is to state what 
characteristics must be present in material to be retrieved 
in a system that retrieves and presents to users 
bibliographic records or full-text. A second use of Boolean 
expressions, likely to increase in importance over the next 
decade, is in rules incorporated into document and email 
filtering systems. Boolean expressions typically use three 
operators: AND, OR, and NOT.  

4. Genetic Algorithms (GA) 

A GA is an adaptive heuristic search algorithm premised 
on the evolutionary ideas of natural selection and genetics 
[3]. The basic concept of GA is designed to simulate 
processes in natural systems necessary for evolution. As 
such they represent an intelligent exploitation of a random 
search within a defined search space to solve a problem. 
GAs exploits the idea of the survival of the fittest and an 
interbreeding population to create a novel and innovative 
search strategy. A population of strings, representing 
solutions to a specified problem, is maintained by the GA. 
The GA then iteratively creates new populations from the 
old by ranking the strings and interbreeding the fittest to 
create new strings, which are hopefully closer to the 
optimum solution to the problem at hand. So in each 
generation, the GA creates a set of strings from the bits and 
pieces of the previous strings. The idea of survival of the 
fittest is of great importance to genetic algorithms. GAs 
use what is termed as a fitness function in order to select 
the fittest string that will be used to create new, and 
conceivably better, populations of strings. The only thing 
that the fitness function must do is to rank the strings in 
some way by producing the fitness value. These values are 
then used to select the fittest strings. The GA algorithm 
flowchart is illustrated in Figure 1.  
 
Genetic algorithm operations can be used to generate new 
and better generations. As shown in Figure 1 the genetic 
algorithm operations include: 
 

A. Reproduction: the selection of the fittest 
individuals based on the fitness function. 
 

B. Crossover: is the exchange of genes between two 
individual chromosomes that are reproducing. In 
one point cross over [3] a chunk of connected 
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genes will be swapped between two 
chromosomes.  
 

C. Mutation: is the process of randomly altering the 
genes in a particular chromosome. There are two 
types of mutation: 

 
1) Point mutation:  in which a single 

gene is changed. 
2) Chromosomal mutation:  where some 

number of genes is        changed   
completely.  

Fig. 1  Flowchart for Typical Genetic Algorithm. 

5. Experiment (GA) 

In this study we used IR system based on Boolean model 
and Fuzzy set model that was built and implemented by 
Hanandeh [6] to handle the 242 Arabic abstracts collected 
from the Proceedings of the Saudi Arabian National 
Conference [24]. The study was conducted as following: 
 

1) Select the highest 15 terms frequency from the 
top 10 documents retrieved using the original 
query used by Hanandeh [6]. 

2) Construct 10 Queries from the selected terms. 

3) Represent queries as a tree and calculate the 
fitness function which is either precision or recall 
for each query. 

4) Select the best two queries. 
5) Perform Crossover (one point crossover is used).  
6) Perform Mutation (three different mutation 

techniques are used; for more details see the next 
section). 

7) Update Population by replacing the new two 
queries with the worst two queries of the 10 
Queries selected in step 2. 

8) Go to step 3. 
 

In order to use GA a set of parameters must be determined, 
these parameters are: 
 

1) Number of generation: the number of iteration can 
be determined by predefined scale of accepted 
error, or can be defined before the GA starts. In 
this study the number of iterations used is 75 
iterations.  

2) Fitness Function Operator: Fitness function is a 
performance measure or reward function which 
evaluates how each solution is good. In this study 
precision and recall are used as two fitness 
functions.  
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Where rd is the number of relevance documents 
and fd is the number of retrieved document and α 
and β are arbitrary weights. In this study and 
based on previous studies [32] the value of α, β 
used is 0.25, 1.0 respectively. 

 
3) Selection operator: In this study we used a single 

point crossover strategy with crossover 
probability Pc =0.8. The best two individuals with 
best fitness values are chosen from a population, 
and represented as trees. When the one point 
crossover is applied (i.e. if Random number < 
Probability of crossover) the two trees will 
exchange sub tree between them.  

 
4) Mutation operators: In this experiment the 

mutation operator works as the most important 
operator for the learning of query. Each node 
from the new offsprings may be mutated; that 
depends on mutation probability (pm=0.2), this 
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mutation is applied if random number is less than 
probability of mutation. Different types of 
mutations are used in this study: 
 
a) Mutation on Boolean operator: randomly 

exchanging one operator to another. 
b) Mutation on term node (leaf node): in 

Boolean model one term is selected randomly 
from the offspring and replace by any other 
one from the terms in a given collection of 
documents. But in fuzzy model the term is 
not replaced, only the term weight is changed. 

c) Mutation by inserting or deleting operator 
between two nodes in the offsprings. 

 
As a result we create six different GA strategies for the 
Boolean and fuzzy models, those strategies are as 
following: 
 

1) GA(M1,Precision): GA that use mutation on the 
operator and the precision as a Fitness Function.    

2) GA(M2,Precision): GA that use Mutation on the 
term node (leaf node) and the precision as a 
Fitness Function. 

3) GA(M3,Precision): GA that use Mutation by 
inserting or deleting operator between two nodes 
and the precision as a Fitness Function. 

4) GA(M1,Recall): GA that use Mutation on the 
operator and the recall as a Fitness Function.    

5) GA(M2,Recall): GA that use Mutation on the 
term node (leaf node) and the recall as a Fitness 
Function. 

6) GA(M3,Recall): GA that use Mutation by 
inserting or deleting operator between two nodes 
and the recall as a Fitness Function. 

6. Experiment Results 

The results for the GA strategies based on Boolean model 
are shown in Table 1, Table 2. From those tables we notice 
that GA(M2,Precision), GA(M3,Precision) and 
GA(M2,Recall) give a high improvement than user query 
while GA(M1,Precision), GA(M1,Recall) and 
GA(M3,Recall) gives a low improvement than user query. 
We can also notice that GA(M2,Precision) gives the 
highest improvement over the user query in the Boolean 
model. The results for our experiments can be improved 
for the Boolean model by increasing the number of 
iterations for the GA, in one hand increasing the number of 
iterations will improve the performance, but in the other 
hand this will lead to increase the run time.  

Table 1: Results when Precision was used as a Fitness Function in the 
Boolean Model. 

 

Table 2: Results when Recall was used as a Fitness Function in the 
Boolean Model. 
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